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Ultrafast ionization and fragmentation of molecular silane
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The ionization and fragmentation of molecular silane is examined here with laser intensities ranging between
7 × 1012 and 1 × 1015 W/cm2 at 624 nm. The ionization potential of silane determined using both multiphoton
ionization (MPI) and tunneling ionization (TI) models agrees with the vertical ionization potential of the molecule.
In addition, the application of the tunneling ionization model is extended here to the fragments of silane to
determine their appearance potentials. MPI values for SiH3

+, SiH2
+, SiH+, Si+, as well as H2

+ and H+ are
consistent with vertical potentials, whereas the TI measurements are found to be in accord with adiabatic
potentials. The tunneling appearance potentials observed for the fragments H2

+ and H+ are lower than reported
for other techniques. In fact, the appearance potential measurements for these species resulting from silane are
lower than their ionization potentials. The fragmentation rate of silane is determined to be nearly 20 times larger
than the ionization rate. The main precursor for producing amorphous silicon (a-Si:H) thin films, SiH3

+ is the
dominant fragmentation product making up roughly a third of the total ion yield, a substantial increase from
other techniques.
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I. INTRODUCTION

Elucidating the dynamics of ionization and concomitant
fragmentation of molecules subjected to intense radiation is a
topic of long-standing interest. Femtosecond laser pulses are
known to remove electrons from molecules in a molecular
beam on an ultrafast time scale, thus rapidly generating a
plasma free of secondary collision reactions. This allows
for observations of ionization potentials [1], ionization rates,
branching ratios [2], as well as mechanistic pathways [3]. Fem-
tosecond lasers can also be utilized to cause extreme ionization
in molecules and clusters, producing multiply charged species
much faster than the time required for significant nuclear
rearrangement. The cations, created close together, repel one
another resulting in a kinetic-energy release that propels the
ions apart. This process is known as Coulomb explosion due
to the forces between the cations driving them apart, and
has been a main focus of some of our previous research
[4–10]. For the experiment reported herein, specifically the
strong-field excitation of silane, we are interested in examining
the initial ionization processes over a range corresponding to
both multiphoton ionization (MPI) and tunneling ionization
(TI) mechanisms.

Plasma-enhanced chemical vapor deposition using silane
gas has dominated the preparation of hydrogenated amorphous
silicon (a-Si:H) thin films, which are used to create solar cells
and thin film transistors [11,12]. Excitation of the weakly
bound silane molecule results in the production of radicals,
which are the film precursors. The properties of the resultant
films have been found to strongly depend on the plasma
conditions, leading to extensive information on of the plasma
composition and reaction processes [12–19]. The reaction
pathways of silane leading to these precursors have been
studied in gas phase reactions [13–15] and also through
electron-impact ionization [16–20]. The main objective of
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most research in this area has been in reducing the cost of
thin film solar cells by raising the conversion efficiency
of light to electric energy, and suppressing the degradation
of the photoelectric properties of a-Si:H under long-time
illumination [21].

The concentration of SiH3
+ is directly responsible for the

annihilation of defect sites on the a-Si:H film, which thereby
increases conversion efficiency. However, SiH3

+ is thought
to be produced mainly through secondary collision reactions
within the plasma [12]. To better understand the deposition
process, it is critical to know the energy requirements, as
well as the concentration, of the various ions in the plasma,
especially the dominant film precursor, SiH3

+. One way to
improve the quality of the a-Si:H films is to enhance the
concentration of SiH3

+ in the plasma. Ionization induced
by femtosecond lasers is examined as a way to increase the
concentration of SiH3

+.
Intense femtosecond lasers offer a unique way to examine

the fundamental properties of a molecule where the laser
field is comparable to the strength of the electron Coulomb
binding potential. As laser intensity increases, the ionization
mechanism changes from MPI to tunneling ionization accord-
ing to the Keldysh parameter [22], γ = √

(Ip/2Up), where
Ip is the ionization potential and Up is the ponderomotive
potential of the laser. When γ � 1, the ionization process
is dominated by field ionization, while γ � 1, ionization is
dominated by MPI. The wide range in which γ is close to 1
is expected to have contributions from both processes. For a
wavelength of 624 nm and an ionization potential of 12 eV, the
Keldysh parameter is equal to 1 at a laser intensity of 1.65 ×
1014 W/cm2, which is centered within the range of intensities
covered in this experiment.

TI has long been thought to be an attosecond ionization
process, an assumption that has recently been verified [23].
Ionization occurs at the peaks of the electric field as it oscillates
in the laser pulse envelope, as long as the intensity is sufficient.
Although the ionization is an attosecond process, considered
to be instantaneous with respect to nuclear motion, many cycle
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laser pulses allow for sequential ionization and some nuclear
motion. Therefore, ion yields are typically determined using
the adiabatic ionization potential for tunneling calculations
[24].

Strong-field TI in noble gas atoms is well understood, and
theoretical models are even able to predict the resultant ion
signal for sequential ionization to higher charge states. For
this reason, the noble gases are often used to calibrate the
intensity of a laser for measurement against other molecules.
Ultrafast TI dynamics are more complicated in molecules. The
well-known Ammosov-Delone-Krainov (ADK) [25] model
has been applied to a variety of molecules with limited success,
however, it is still the preferred tunneling model due to its
simplicity and relative accuracy. Fragmentation and Coulomb
explosion can occur in molecules leading to deviations from
the expected ion signal [24,26]. The ADK model overestimates
ionization rates, thereby predicting saturation intensities lower
than the measured values for many organic molecules [24]
as well as some transition metal species [27]. ADK theory
employs the single active-electron theory (SAE), and so
multiple active electrons have been examined as a way to
explain some of the deviations [28]. The orientation of the
molecule with respect to the laser polarization also affects
the observed tunneling rate [29]. Finally, molecular orbitals
have been included as a way to account for the ionization
suppression [30,31].

There have been very few studies focused on the treatment
of fragments in the strong field to determine the energy require-
ments for their production [2]. In the present experiment, we
determine the laser intensity required for silane to ionize and
fragment using a femtosecond laser with intensities ranging
from ∼1013 to 1015 W/cm2. Models of both MPI and TI
are applied to silane to determine the ionization potential,
and to its fragments to determine appearance potentials. The
appearance potential is defined as the minimum amount of
energy required for the production of a certain fragment.
Finally, we compare these observed values to those reported
from other experimental techniques including electron-impact
ionization (EI) as well as photon ionization (PI). Mass
spectrometry is utilized to determine the ion concentrations
of the fragments.

II. EXPERIMENTAL TECHNIQUE

This experiment was performed with a z-scan technique
known as intensity selective scanning (ISS) in which changes
in ion yield are examined as a function of laser intensity
[32–36]. Attenuation of the laser intensity was performed
through translation of a 60 cm focusing lens in the direction
of the laser beam, so that the beam waist changes as it intersects
the molecular beam. The ion signal was then collected using
a home built, single stage Wiley-McLaren [37] time-of-flight
mass spectrometer where the electrostatic grids were replaced
with metal plates having a 2.00 mm slit perpendicular to the
laser direction. Careful attention was paid to ensure that the
slit was smaller than the Rayleigh range of the laser, limiting
the ion collection from the interaction of the laser and sample
to a finite slice of nearly constant laser intensity. Translation
of the lens was controlled with a step size of 100 µm and a
resolution of ±1 µm. This technique offers the advantage of

collecting a large volume of ion signal at low laser intensities,
where the ionization probability is small and dominated
by MPI [33]. This is especially beneficial in studying the
transition between MPI and TI, where we are interested
in low-intensity interactions leading to fragmentation, as
opposed to multiply charged species.

A gas mixture of 1% silane seeded in helium was introduced
into a vacuum chamber through a needle valve, placed 1 cm
directly above the extraction region of the mass spectrometer
equipped with plates held at static voltages. The vacuum
chamber pressure was maintained at 1 × 10−6 Torr. Cations,
created during the interaction of the ionizing laser with the
effusive gas jet are accelerated toward a meter-long field-free
region. After being steered by an Einzel lens, they are detected
with a chevron stack of MCPs coupled to an oscilloscope and
computer for analysis.

Laser beam parameters were well characterized before
entering the vacuum chamber and interacting with the molec-
ular beam. A previously described colliding-pulse ring cavity
mode-locked dye laser [3], centered at 624 nm, with average
energy of 0.75 mJ per pulse and a pulse having a full width at
half maximum (FWHM) of 100 femtoseconds (fs) was used to
interrogate the silane molecule perpendicular to the ion flight
path. The pulse width was measured both with single-shot
autocorrelation as well as interferometric autocorrelation. The
beam energy was measured using a Molectron pyrometric
energy meter. The focused beam waist was determined by
knife-edge profiling [38] to be 2.38 × 10−5 m, delivering a
peak intensity of ∼1 × 1015 W/cm2.

III. THEORETICAL MODELS

A. Ab initio–DFT calculations

Ab initio calculations were performed within the Gaussian
03 program package [39]. The geometry optimizations and
energies were carried out using an unrestricted hybrid method
that includes a mixture of Hartree-Fock (HF) exchange with
density functional exchange correlation using 6–311++G(3df,
3pd) basis sets. The exchange and correlation integrals
were treated with the generalized gradient approximation of
Becke’s three parameters [40] and the dynamic Perdew and
Wang’s 1991 [41] gradient-corrected correlation functional
(B3PW91). The final energies were determined using the ab
initio singles and doubles coupled-cluster method (CCSD)
[42–45]. The ground-state structure was found to be a perfect
tetrahedral with Si-H bond length of 1.48 Å and H-Si-H bond
angle of 109.471◦. Contour plots of the molecular orbitals at
an isosurface value = 0.02 were drawn using the MOLEKEL

program [46] and are displayed in Fig. 1.
To better understand the mechanisms leading to products,

the fragmentation energies were calculated via

Ereaction =
∑

Eproducts −
∑

Ereactants. (1)

These calculations are performed to obtain vertical energies for
which experimental and theoretical data in the literature are
lacking. The vertical energies were calculated with structures
having no nuclear rearrangement, hence for a frozen geometry.
Adiabatic energies were calculated with species fully relaxed
to their ground-state geometries. Relevant mechanisms and
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FIG. 1. (Color online) Contour plots of the HOMO of silane at an
isosurface value = 0.02. The HOMO is made up of three degenerate
2t2 orbitals (top) which are overlapped (bottom) to demonstrate the
spherical geometry of the orbital.

their energies are displayed in Table I. The lowest spin state was
found to be the lower energy state for all structures and so are
the only ones reported. Experimentally determined appearance
potentials using both MPI and TI models are compared to these
energies to gain insight into the mechanism.

B. ADK model

The well-known ADK tunneling model [25] was used to
calculate the static ionization rate as

Wstat = κ2[Cn∗�Q(�,m)]2

2|m|(|m|)!
(

2κ3

F

)2n∗−|m|−1

e−2κ3/3F , (2)

where

Cn∗� =
(

2e

n∗

)n∗
1√

2πn∗ ,

and

Q(�,m) = (−1)(m+|m|)/2

√
(2� + 1)(� + |m|)!

2(� − |m|)! .

The rate is dependent on the ionization potential Ip, the
laser’s electric field amplitude F, the effective angular �,
magnetic m, and effective principal n∗ = Zc/κ quantum
numbers. Zc represents the charge state after the electron
departs κ = √

2Ip and e represents Euler’s number. Atomic
units (m = h̄ = e = 1) are used throughout this paper unless
otherwise noted.

To apply the ADK model to molecules, knowledge of
the angular and magnetic quantum number of the active
electron must be obtained. These values can have a dramatic
effect on the ionization rate, but have been largely ignored
for simplicity. With the assumption that the relaxation rate
of higher-order magnetic numbers is much faster than the
ionization rate, m is commonly set to 0 because the ionization
rate of m = 0 is much greater than of |m| > 0. The top of Fig. 1
shows three degenerate 2t2 filled orbitals combined to form
a nearly spherical orbital (bottom of the figure) having 60%
s-wave and 40% p-wave contributions. An angular momentum
quantum number of 0 is used in our ADK calculations due

TABLE I. Relevant reaction pathways as calculated for a frozen
geometry as well as an adiabatically relaxed geometry. Also shown are
threshold energy (Eth) values collected in the literature for comparison
to the calculations performed in this work for adiabatic pathways.
The table is broken into three parts: fragmentation channels of silane
leading to ionized products, fragmentation channels of neutral silane
fragments that result in cation products, and silane fragmenting to
neutral products. All energy values are given in eV.

Reaction Pathway Frozen E Relaxed E Ea
th

SiH4 → SiH4
+ 12.84 11.37 11

SiH4 → SiH3
+ + H 13.04 12.12 12.03

SiH4 → SiH2
+ + H2 16.17 11.60 11.57

SiH4 → SiH2
+ + 2 H 16.36 16.30

SiH4 → SiH+ + H + H2 18.35 13.82 13.73
SiH4 → SiH+ + 3 H 18.53 18.53
SiH4 → Si+ + 2 H2 21.50 12.47 12.47
SiH4 → Si+ + H2 + 2 H 21.69 17.18
SiH4 → Si+ + 4 H 21.88 21.88
SiH4 → H+ + SiH3 17.74 17.73 17.61
SiH4 → H2

+ + SiH2 20.24 18.14 18.07
SiH3 → SiH2

+ + H 12.21 12.17 12.09
SiH3 → SiH+ + H2 14.23 9.69 9.72
SiH3 → Si+ + H2 + H 17.58 13.05 12.99
SiH3 → H+ + SiH2 17.04 16.79 16.76
SiH2 → SiH+ + H 11.21 11.21 11.19
SiH2 → Si+ + H2 14.21 9.85 9.83
SiH3 → SiH3

+ 8.74 8.98 8.01
SiH2 → SiH2

+ 9.40 8.98 8.92
SiH → SiH+ 7.82 7.81 7.91
H∗

2 → H2
+ (2.41 Å) 12.91 11.00 15.43

H2 → H2
+ (0.74 Å) 16.40 15.52 15.43

SiH4 → SiH2 + H2 7.34 2.62
SiH4 → SiH3 + H 4.14 4.13

aReference [20].

to the dominant s-wave contribution to the highest-occupied
molecular orbital (HOMO).

C. MO-ADK model

Several years ago, the ADK model was further developed
for application to multiatom species [31]. The introduction
of MO-ADK theory allowed the TI rate to be calculated at
any alignment for a molecule with respect to the laser field.
Electrons are assumed to tunnel through only a small cone
of angles aligned with the laser polarization. The ionization
rate can now be expressed as a summation of partial wave
contributions as follows:

Wstat(F,R) =
∑
m′

|B(m′)|2
2|m′||m′|!

1

κ2n∗−1

(
2κ3

F

)2n∗−|m′|−1

e−2κ3/3F ,

(3)

where B(m′) = ∑
�,m C�mD�

m′,m(R)Q(�,m′).
In Eq. (3), D�

m′,m(R) is Wigner’s rotation matrix [47,48],
m′ is used to designate the laboratory frame orientation, and R
denotes Euler angles (φ,θ,χ ) between the molecular axis and
the field direction, where φ and χ correspond to rotations about
the space-fixed Z axis and the body fixed z axis, respectively,
while θ represents the angle between the Z and z axis. We only
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consider a linearly polarized laser pulse, which is independent
of φ, the angle of rotation around the polarization vector.

The rate is strongly dependent upon the molecular or-
bital fitting coefficients, C�m. In our determination of these
coefficients, we have adopted a procedure [49,50] in which
the HF molecular wave function, containing diffuse orbitals,
is compared to asymptotic Coulomb waves. The HOMO,
obtained from the Gaussian software package, is separated
into angular and radial components, expressed as

�0(r) =
∑

�

∑
|m|��

F�m(r)Y�m(r̂), (4)

where Y�m(r̂) are the usual spherical harmonics describing
the angular part and F�m(r) are radial functions. The radial
functions can be determined using the orthogonality of spheri-
cal harmonics. Knowledge of the radial and angular functions
allows for an exact reproduction of the original wave function.
A one-center expansion is performed to determine the radial
functions, and the complex coefficients C�m are determined as
scalars matching the radial functions to asymptotic Coulomb
waves of the form

F�m(r → ∞) → C�mrZ/κ−1e−κr , (5)

in the radial range of 6 to 10 a.u. The decay of the Gaussian-
type orbitals used in our HF wave function are not accurate
at distances much larger than this. It is sufficient to determine
C�m at only one orientation, as they too can be rotated by
the Wigner rotation function [51]. We have determined the
complex fitting coefficients for the three degenerate molecular
orbitals of silane, which are negligible above � = 6 [52].

D. Cycle-averaged rate

In either formulation [Eqs. (2) or (3)], the cycle-averaged
ionization rate must be determined to account for the oscil-
latory laser field. Additionally for molecules, the ionization
rate may be different with respect to the polarity of the laser
field. The ionization rate in the negative direction W−, can
be determined with the use of the parity operator, which
transforms the coefficients by substituting C�m with (−1)lC�m

in Eq. (3). In the original ADK model, W+ is equal to W−.
Therefore, the cycle-averaged ionization rate W is computed
from the ionization rate as follows:

W =
(

3F

πκ3

)1/2
W+ + W−

2
. (6)

In our experiment, the molecule can be oriented in any random
direction with respect to the laser. Therefore an average over a
distribution corresponding to all alignments is needed. The
ionization rate is then scaled by the number of electrons
occupying the molecular orbital, or in this case, each orbital
is multiplied by 2. Finally, the degeneracy of the HOMO allows
three molecular orbitals to contribute equally to the ionization
and therefore the rate from each orbital must be accounted
for. At every orientation, the maximum value from the three
orbitals is used as the molecule’s ionization rate. Figure 2
shows the ionization rate at every orientation for each of the
degenerate HOMO’s individually, as well as their combination.

We have calculated the MO-ADK ionization rate for silane
using Eqs. (3) and (6), and compared it to the atomic theory
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FIG. 2. (Color online) Mercator projection plots showing the
alignment-dependent ionization rate for the three degenerate 2t2
orbitals of silane as calculated through MO-ADK theory at a laser
intensity of 1 × 1014 W/cm2. The degeneracy of the orbitals allows
them all to contribute equally to the ionization rate. The maximum
value from the three orbitals at every angle is used as the molecule’s
ionization rate, leading to a nearly constant rate at all angles. The
three orbitals are also averaged to demonstrate the symmetry.

using Eqs. (2) and (6). The MO-ADK model yields a rate that
is approximately equal to the ADK model, and therefore the
agreement is excellent at intensities below 1 × 1015 W/cm2

as shown in Fig. 3. Above this intensity, the MO-ADK
ionization rate grows exponentially with respect to the atomic
model. However, this is inconsequential because this not only
corresponds to intensities above the upper limit from the laser,
but also enters the regime in which over the barrier suppression
ionization is the dominant mechanism meaning that tunneling
equations are not appropriate. Thus, the use of the atomic ADK
rate for an s orbital is accurate for this tetrahedral molecule,
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FIG. 3. (Color online) Ionization rate (in atomic units) as a
function of laser intensity over the range explored in this experiment.
The solid (blue) line is calculated using atomic ADK theory [Eqs. (1)
and (4)] for an � = 0 orbital. The diamond data points indicate
the ionization rate calculated through MO-ADK theory for silane
averaged over all orientations and multiplied by two to account for
electron occupancy.
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allowing the HOMO to be approximated as if it where perfectly
spherical.

Our calculations show that for the laser intensities used
here, the largest ionization rate comes from a molecule
whose orbital is aligned with the laser. Similar to N2, there
is a decrease in ionization rate as the molecular alignment
is varied so that the bonds are not aligned with the laser
[30,31]. Therefore because the strongest ionization occurs with
alignment, no ionization suppression is expected.

The probability P of ionizing an electron is related to the
ionization rate and is dependent upon the pulse width of the
laser, represented by

P = 1 − e− ∫ ∞
−∞ Wdt . (7)

Using a square-wave laser pulse for simplicity reduces the
integral to Wτ , where τ is the pulse width of the laser [24].

E. Ion signal from Gaussian laser pulse

By varying the laser intensity, measurements can be made
of the ionization mechanism of a species by measuring the
ion signal that is produced. The measured ion signal is a
function of the ionization rate, interaction volume, instrument
sensitivity, and concentration [24]. Therefore the ionized
signal must be integrated with respect to laser intensity and
volume.

The focal volume of the laser beam is calculated assuming
a Gaussian beam profile. The beam waist w(z) at any distance
from the focus z can be calculated using

w(z) = w0

√
1 +

(
z

zr

)2

. (8)

In Eq. (8), the Raleigh length zr = πw2
0/λ, is used to

approximate the distance for which the energy of the beam
remains roughly the same and w0 is the minimum beam
waist. The peak intensity Ipeak, at any distance can be
calculated as

Ipeak(z) = 2LP

πw(z)2
, (9)

where LP is the laser power in watts.
The volume V of the Gaussian laser pulse selected by the

slit with intensity I greater than an isointensity curve I0 must
be calculated accurately using

V = π

2
w2

0�z

[
1 +

(
z

zr

)2]
ln

(
Ipeak

I0
[
1 + (

z
zr

)2]
)

, (10)

where the slit width is represented by �z [32,35,36].
Both volume and probability are dependent on the intensity

of the laser. Assuming a uniform distribution of molecules
across the laser’s volume, the ion signal S for a given slice is
calculated [36] by integrating the laser parameters with respect
to intensity

S = αc

∫ Ipeak

0

∂V

∂I
PdI , (11)

where scaling factors are ion concentration c and instrumental
sensitivity α [24].

F. Multiphoton ionization

Atomic species undergoing MPI through nonresonant
photon absorption can be explained using lowest-order per-
turbation theory [53]. Using low laser intensities, the number
of photons absorbed for an electronic transition can be
determined from a plot of an ion signal as a function of laser
intensity. The rate of ionization for a nonresonant MPI with a
coherent laser pulse is given by

W = σNIN, (12)

where σN is the ionization cross section and N is the
number of photons necessary for ionization to take place.
Taking the logarithm of both sides of Eq. (12) leads to the
following equation, where the slope of the straight line is equal
to N:

log10(W ) = N log10(I ) + log10(σN ). (13)

This oversimplified equation is only valid when the ionization
probability is much less than unity as saturation effects
decrease the measurement of the slope. Resonance effects also
lowers the slope measurement from the expected value. In
practice, it is often difficult to obtain accurate measurements
as the ion signal at low laser intensities can be lost in the
background noise. The effects of TI may already be present
when the ionization signal is large enough for detection.
Therefore, the measurements often present a lower bound
limit for the photon requirement [53]. Noninteger values for
the photon order are indicative of a more complex mechanism
occurring, including the effects of resonance with intermediate
states and fragmentation [54]. Although this model is designed
to determine the number of photons absorbed, the slope is used
here to approximate the appearance potential.

As mentioned previously, this model is only accurate when
the Keldysh parameter is much greater than 1. The transition of
where MPI, and thus perturbation theory, fails to describe the
ionization dynamics is still not well understood, but shows
dependence upon both pulse width and wavelength. The
accurate measurement of the photon order for even a noble
atom can be difficult. Using a 100 fs laser at 780 nm, the ion
yield of He was measured over 11 orders of magnitude in
an ion signal [55]. The lowest laser intensity in which an
ion signal was observed, 8 × 1013 W/cm2, corresponds to a
Keldysh parameter of 1.65, suggesting MPI was the dominant
mechanism. However, the measured maximum slope yields
a value of ∼15.5 eV, demonstrating that a larger Keldysh
parameter is necessary to obtain accurate photon orders
under these conditions. A separate experiment using 40 ps
pulses at 532 nm enabled measurement of the correct slope
(11 photons) over a Keldysh parameter between ∼6.83 and
4.83 (1 × 1013 and 2 × 1013 W/cm2) [56].

IV. RESULTS AND DISCUSSION

The saturation intensity, Isat, of an ion has been shown to be
a consistent measure of the ionization potential when related to
TI, and is defined as the intersection of the laser intensity axis
and the straight line of the ion yield extrapolated back from the
high intensity on a semilog plot [24]. Isat is a function of the
pulse width of the laser and also the slit diameter, so similar
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conditions must be employed to compare molecules. The
laser intensity was first calibrated by matching the saturation
intensity of atomic xenon to the ADK determined value,
which is known to be in agreement. For the laser conditions
employed in this experiment, the ion signal calculated through
the ADK model for Xe match an effective square wave
pulse width of 100 fs and a linear extraction value Isat of
5.81 × 1013 W/cm2.

A. Ionization of silane

To determine the ionization potential for other molecules,
the experimentally measured Isat is compared to the theoreti-
cally determined Isat of a virtual atom with various ionization
potentials using ADK equations until agreement is reached.
The determination of the Isat for molecular silane is shown
in Fig. 4(a) as an example. The Isat for silane is determined
to be 6.92 × 1013 W/cm2, which corresponds to a virtual
atom with an ionization potential of 12.88 eV according to
ADK simulations. Thus, the ionization potential of silane is

Iapp = 4.34E13 W/cm^2

Isat = 6.92E13 W/cm^2
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FIG. 4. (Color online) (a) Ion yield as a function of laser intensity
on a semilog plot to determine the saturation intensity of SiH4

+. See
text for details. (b) Logarithmic plot to find the appearance intensity
of SiH4

+. The (red) diamonds indicate experimental data points. The
dashed line (black) is used to determine Iapp, and has a slope listed
N. The dotted (blue) vertical line indicates Isat. The solid (black) line
shown in both graphs is the calculated ion signal corresponding to
the matching saturation intensity using the ADK model.

12.88 eV as determined through TI. Deviation of the SiH4
+

signal from the calculated ADK curve above 1 × 1014 W/cm2

is attributed to how unstable the molecule is. The molecule
undergoes fragmentation depleting the ion signal from the
calculated curve.

The appearance intensity Iapp demonstrates the minimum
laser intensity required for a given ion to be detected by
the instrument. It is determined by fitting a line to the
low-intensity signal in a log-log plot of the ion signal versus
laser intensity and then extrapolating the line to the minimum
signal discernible from the baseline noise, which in this case
is 1 × 10−4 volts on the oscilloscope. Iapp can be thought of as
an upper limit to the energy requirements for the creation of
an ion because it is affected by ion concentration and detection
efficiency. Thus the actual energy requirements for producing
a given ion could be lower, but the ion signal is too low to
be detected above the background noise. More important is
the slope measured for the log-log plot at very low intensities,
where MPI dominates ionization according to the Keldysh
parameter. The slope indicates the number of photons involved
in the generation of ion signal. In Fig. 4(b), the initial ion signal,
measured at Keldysh parameters between 2.43 and 1.60, has
a slope of 7. This suggests that the ionization potential for
silane, according to MPI, is 13.93 eV (7 × 1.99 eV).

Due to the instability of the molecule, it is difficult to obtain
a definitive measurement of the vertical ionization potential.
Multiple EI studies have specifically stated the absence of
SiH4

+ [16,17,19,57]. One study from EI, measured a value
of 12.4 eV [58]. The vertical ionization potential has been
estimated at 12.4 eV [59] from dipole (e,e) spectroscopy;
explained as arising from Jahn-Teller distortions splitting the
valence electrons into three electronic orbitals with energies
12.4, 12.82, and 13.24 eV [60,61]. These splittings were then
confirmed with photoelectron spectroscopy as 12.3, 12.8,
and 13.1 eV [62]. Photoelectron spectroscopy determines the
initial value to be 12.82 eV [63]. The calculated values lie
mostly in the range between 12.3 and 12.88 [64] eV. In our
TI measurements, the ion signal corresponds to an ionization
potential of 12.88 eV according to ADK theory. The slope
taken from MPI indicates a vertical potential between 11.94
and 13.93 eV. Both of the measurements are in agreement with
previously measured values. The TI potential for molecular
silane matches closely to the vertical value, suggesting that nu-
clear rearrangement leads to fragmentation and therefore does
not contribute to this measurement. Our CCSD calculation of
12.84 eV shown in Table I is also in agreement with the range in
values.

B. Fragmentation of silane

In many cycle laser pulses, the ionization mechanism can
be complicated and difficult to determine. Differentiating
between a mechanism involving first the direct ionization
of the molecule leading to dissociation (vertical excitation)
and another mechanism involving the rearrangement of the
molecule followed by ionization (adiabatic excitation) requires
knowledge of the energy states involved. In order for the laser
to drive the process, all steps in the mechanism requiring
excitation must occur faster than the laser’s pulse width, while
the electric field of the laser is still present to progress the

033424-6



ULTRAFAST IONIZATION AND FRAGMENTATION OF . . . PHYSICAL REVIEW A 82, 033424 (2010)

10–4

10–3

10–2

10–1

100

H+

TI = 11.59 eV
N = 9
Isat

H2
+

TI = 12.1 eV

N = 10
Isat

A
rb

itr
ar

y 
Io

n 
S

ig
na

l (a) (b)

Laser Intensity (W/cm2) Laser Intensity (W/cm2)
1013 1014 1015

10–4

10–3

10–2

10–1

100

SiH+

TI = 12.48 eV
N = 10
Isat

1013 1014 1015

Si+

TI = 12.38 eV
N = 11
Isat

10–4

10–3

10–2

10–1

100

SiH3
+

TI = 12.21 eV

N = 8
Isat

SiH2
+

TI = 12.30 eV

N = 8
Isat

A
rb

itr
ar

y 
Io

n 
S

ig
na

l
A

rb
itr

ar
y 

Io
n 

S
ig

na
l (d)(c)

(e) (f)

FIG. 5. (Color online) (a)–(f) Ion yields for the fragments of
silane as a function of laser intensity on a log-log plot. The (red)
diamonds indicate experimental data points and the vertical (blue)
dotted lines indicate the saturation intensity for each species. The
solid (black) line indicates the ion yield calculated through the ADK
model according to the ion potentials measured at the Isat. The dashed
(black) line indicates the best fit line in which the slope N is used to
determine the number of photons required.

reaction. Subsequent relaxation or dissociation may occur after
the laser pulse has passed.

The half period, or time between peak amplitudes of the
electric field of our laser pulse is 1.04 fs, allowing for very
small nuclear rearrangements between peaks. As the geometry
of the molecule evolves, it is subject to many peak amplitudes
and excitation will occur if the energy gap between states is
overcome through tunneling. If nuclear rearrangement occurs
on the time scale of the laser pulse, the application of the TI
model allows for the determination of the minimum energy
requirement, or appearance potentials for the fragment ions. If
rearrangement requires more time than is available, the state
will not be observed until higher laser intensity is applied.
Taking measurements for the fragments in the same manor
as discussed previously for molecular silane provides insight
into the energy requirements and time scales for the various
fragmentation pathways.

In Figs. 5(a) through 5(f) the ion signal for all fragments
of silane (specifically H+, H2

+, SiH3
+, SiH2

+, SiH+, and
Si+, respectively) are shown on a log-log plot to demonstrate
the measurements using both TI and MPI models. The initial
slopes are taken as a determination of the photon order. The
Isat value, used in the TI model, is shown as a dotted vertical
blue line. The corresponding appearance potential from TI
is then plotted to show its agreement with the data. The
application of these models to the fragments shall now be
discussed individually.

1. Multiphoton model

The dissociation rate of silane is greater than the ionization
rate, leading to extensive fragmentation at the intensities in this
experiment. The onset ion signal is fit to integer slopes, giving
insight into the amount of energy required for the appearance
of a fragment or ion. The slopes determined from the plots
in Figs. 4 and 5 as well as the corresponding appearance
potentials for each of the fragments are summarized in Table II.

MPI performed with a femtosecond laser is expected to
occur according to vertical transitions, as photon absorption
is much quicker than nuclear rearrangement. Therefore the
measured MPI values are compared only to vertical calcula-
tions through a frozen geometry. The slope for both SiH3

+ and
SiH2

+ is measured at 8, demonstrating an apparent potential of
15.92 eV. For SiH3

+, this is one photon higher than the CCSD
calculation suggests at 13.04 eV. SiH2

+ can be produced
through vertical excitation following two pathways as shown in
Table I. The first mechanism is the loss of an excited hydrogen
molecule (SiH4 → SiH2

+ + H2) calculated at 16.17 eV, and
the second is the loss of two hydrogen atoms simultaneously
(SiH4 → SiH2

+ + 2 H) calculated at 16.36 eV. Our measure-
ment cannot distinguish between the two mechanisms, as they
both require 9 photons.

The production pathways of SiH+ and Si+ from silane
are more complicated as they result in a minimum of three
fragments from the mechanism, necessitating that more than
one bond be broken. Therefore, it is not surprising for the
measurements to deviate slightly from the theoretical values.
A low laser intensity signal from SiH+ is measured with a
slope of 10, leading to an appearance potential of 19.9 eV
according to MPI. This is the correct photon order according
to the CCSD calculation for a mechanism resulting in the
loss of H2 and H (18.35). The measured slope of 11 for Si+
indicates an appearance potential in the range of 21.89 eV,
which is fairly close to the three fragmentation mechanisms
listed in Table I. The removal of two H2 requires 21.50 eV, the
loss of H2 and two H requires 21.69 eV, and the loss of four H
requires 21.88 eV.

H+ is calculated to appear as a product of silane at only
17.74 eV, in excellent agreement to the measured slope of
9 through MPI, or an appearance potential of 17.91 eV. The
appearance potential for H2

+ was calculated to be 20.24 and
was measured at a slope of 10, which is in agreement. All
of the measured values match closely to calculations of the
frozen geometry excitation of neutral silane indicating that
significant nuclear rearrangement does not occur during MPI
with a femtosecond laser.

2. Tunneling model

As shown in Fig. 5, the calculated TI signal does not
deviate from the experimental signal at high intensities for
any of the fragments. This is in contrast with the molecular
silane signal, and indicates that the ions do not undergo further
fragmentation at these intensities. The ADK calculation also
agrees well with ion signal at low intensities where MPI is
expected to dominate according to the Keldysh parameter. The
ADK calculation only slightly overestimates the ionization
rates for SiH+ and Si+ below their respective saturation
intensities.
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TABLE II. Experimental measurements of Iapp, Isat, and the appearance potentials from ADK theory for TI. The photon order and potential
for MPI are also listed. Appearance potentials measured from EI and PI are used for comparison. The normalized fragmentation branching
ratios only include ions that contain a silicon atom.

SiH4
+ SiH3

+ SiH2
+ SiH+ Si+ H2

+ H+

Iapp (1012 W cm−2) 30.8 26.6 27.0 33.3 33.3 38.3 21.7
Isat (1012 W cm−2) 69.2 59.1 60.4 63.2 61.6 58.9 50.6
Isat/Iapp 2.25 2.22 2.24 1.90 1.85 1.54 2.33
AP from TI (eV) 12.88 12.21 12.30 12.48 12.38 12.19 11.59
AP EIa (eV) N/A 12.2 11.6 15.01 13.56 24.3 24.5
AP PI (eV) 11b(12.82)c 12.09b 11.52b 13.8d N/A N/A N/A
EI/TI 1.00 1.00 0.94 1.20 1.10 1.99 2.11
Vertical IP 12.84 13.04 16.17 18.35 21.50 20.24 17.74
IP/hν 6.45 6.55 8.12 9.22 10.80 10.17 8.91
Measured N 7 8 8 10 11 10 9
Branching Ratio (%) 6 30 27 16 20 – –

aReference [17].
bReference [61].
cVertical IP obtained from Ref. [63].
dReference [57].

The vertical energies determined through DFT calculations
for the fragments are all much higher than measured through
TI, indicating that nuclear motion plays a large role in the
strong-field ionization of silane for many cycle light pulses.
This is in agreement with previous experiments that use the
adiabatic ionization potential for calculations of the tunneling
rate. Experimental values obtained from EI and PI mechanisms
are used for comparison with the measurements from the
adiabatic TI model. The Iapp and Isat measured in Figs. 4 and
5, as well as the corresponding appearance potential from the
TI model, are also shown in Table II. Literature values from
other experiments are also given to determine the accuracy of
the measurements. The ratio between Isat and Iapp is nearly 2:1
for all species.

The measured appearance potential for SiH3
+, 12.21 eV, is

only slightly higher than reported for either EI, 12.2 eV [17],
or PI, 12.086 eV [61], experiments. The adiabatic calculation
yields 12.12 eV, which is in excellent agreement. Therefore,
we conclude that SiH3

+ is produced adiabatically from neutral
silane during tunnel ionization.

SiH2
+ is the only fragment with a measured potential,

12.30 eV, that is higher in energy than the values reported
for either EI, 11.6 eV [17], or PI, 11.52 eV [61]. The
sequential loss of two hydrogen atoms is calculated to be
16.36 eV, but the rearrangement bringing the two H together
to yield H2 at 11.60 eV is in much better agreement with our
measurement, making it the likely mechanism. We suggest
two mechanisms to explain the deviation in the experiment
and theory. First, the silane molecule requires more time
than available during our pulse envelope to fully relax to the
stretched geometry, and consequently fragmentation occurs
at an energy requirement between the frozen and adiabatic
values. An alternative explanation is that the hydrogen atom,
whose bond is aligned with the electric field of the laser, is
preferentially removed as its ionization rate will be higher than
the other molecular orbitals. The fragmentation energy before
any rearrangement has been calculated to be only 4.14 eV as
seen in Table I. Neutral SiH3 then undergoes an additional

reaction with the laser pulse and fragments to form SiH2
+

at only 12.17 eV. This two-step mechanism, involving the
sequential loss of hydrogen atoms during ionization, matches
our measurement. The term “fragmentation” must be used with
caution, as separation of the two products is limited during the
laser pulse. Therefore, the real mechanism is most likely a
convolution of the mechanisms suggested, in which stretching
of the aligned bond influences the fragmentation reaction.

The ion signals from SiH+ and Si+ match the appearance
potentials of 12.48 and 12.38 eV, whereas the EI values
measure 15.01 and 13.5 eV [17], respectively. PI sets these
values slightly lower at 13.8 [57] and 12.65 eV [61], which is in
much better agreement with the experimental measurements.
Table I shows that only one pathway is close in energy to
the measurement for each ion. Si+ is produced when two
H2 molecules are removed from silane at an appearance
potential of 12.47 eV, which is in agreement with our mea-
surement. SiH+ is produced as silane loses H2 and H requiring
13.82 eV. To explain the deviation observed in SiH+, we
again explore a multistep pathway. silane is a very weakly
bound molecule, requiring only ∼4 eV to fragment as listed in
Table I. The resultant SiH3 or SiH2 species can be excited to
yield SiH+ at 9.69 or 11.21 eV, respectively. This two-step
mechanism reduces the energy requirements to below the
measurement suggesting that the production of SiH+ also
involves “fragmentation,” followed by ionization.

The fragment species not containing silicon (i.e., H and H2)
appear at lower energies than measured for other processes.
A potential of only 12.19 eV was measured for H2

+, which
is lower than the molecular ionization potential known to
be 15.45 eV. It has not been observed until 24.3 eV in the
electron impact of silane [16]. The measured potential for H+
is only 11.59 eV, whereas the ionization potential of H is
13.5984 eV. The electron impact of silane requires 24.5 eV
[16]. Our measurements are significantly lower in energy,
again justified by the ultrashort ionization pulse causing
fragmentation before the molecule has time to fully relax to
the bent state. Figure 6 shows the calculated potential energy
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FIG. 6. (Color online) (a) Potential energy curves for H2 and H2
+

demonstrate the vertical ionization potential as a function of bond
distance. Excitation of the ground state of silane introduces a bending
that brings two dangling hydrogen atoms closer together as indicated
by the arrow. (b) The solid (black) line demonstrates the difference
in energy between the two ion states. The far right, vertical (blue)
line demonstrates the distance of two hydrogen atoms in the ground-
state geometry of silane (2.42 Å), and the dotted (red) line indicates
the vertical ionization potential of the ground state of H2 (0.74 Å).
The minimum vertical energy requirement is around 12.77 eV (∼2.00
Å) as shown with the vertical center (green) line.

curve for both the neutral and cation species of molecular
hydrogen as the bond length is varied. The ground-state
structure of silane has all H-H distances at 2.42 Å, which
corresponds to a vertical ionization potential for H2 to be
only 12.91 eV. However, at this distance there is almost no
attractive potential between the hydrogen nuclei and it is
unlikely they combine. The adiabatic ionization potential is
only 11.00 eV at this long distance. As the H-H distance
shortens to ∼2.00 Å, the vertical ionization potential drops
to a minimum value of 12.77 eV, but the adiabatic value
increases to 11.40 eV. This is very close to our measured
energy requirements for H+, 11.59 eV. At an even shorter bond
distances, it the attractiveness between the two nuclei becomes
stronger and therefore the formation of H2

+ becomes more
probable. However, as the bond shrinks, the adiabatic value
increases until finally reaching the known ionization potential
of the molecule. This simplified mechanism shows that the
unique structure of silane allows for the energy requirements
to be lowered for the production of H2 and H cations.
The increase in the adiabatic energy requirement as bonding
becomes more probable also explains why the measurement
for H2

+ was larger than for H+.

C. Branching ratios

The observation of the cation of silane is absent in many
electron-impact ionization experiments [17]. This can be
attributed to the fact that the dissociation energy of SiH4

+
is only 0.57 eV [20]. Therefore, the dissociation rate into
neutrals is expected to be an order of magnitude larger than the
ionization rate [15]. This is consistent with our data where the
measured ionization to fragmentation ratio remains constant
at roughly 6%, indicating fragmentation is 16.7 times more
likely than ionization.

The overall ion signal has been used to measure the
branching ratios of molecular silane as a function of pulse
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FIG. 7. (Color online) The branching ratios of molecular silane
as a function of laser intensity. The signal was normalized to only
include species containing an Si atom. Ion signal begins around
5 × 1013 W/cm2 and remains nearly constant above a laser intensity
of 7 × 1013 W/cm2. This shows that the dominant ion channel is the
SiH3 ion. The ratios are 6, 30, 27, 16, and 20% for SiH4

+, SiH3
+,

SiH2
+, SiH+, and Si+, respectively.

energy and is plotted in Fig. 7. To ensure that our measurements
are not being skewed by pathways involving secondary
ionization, only ions containing Si are included. Above the
saturation intensity of silane (∼7 × 1013 W/cm2), the ion
ratios remain roughly constant and are listed in Table II. The
most dominant channel is the production of SiH3

+ at ∼30%.
SiH2

+ is next at roughly 27%, followed by Si+, SiH+, and
finally SiH4

+ at 20%, 18%, and 6%, respectively. This is in
stark contrast to electron impact experiments where the SiH2

+
signal dominates and SiH4

+ is not observed [16,17,19]. The
product formation of SiH2 and SiH3 through electron-impact
ionization is around 70% and 30%, respectively. Single photon
ionization of molecular silane at 148 nm (8.4 eV) shows a
fragmentation product of SiH2 of 83%, and SiH3 at 17% [15].

The frozen ground-state geometry of silane has a vertical
energy barrier of 7.34 eV to fragmentation resulting in SiH2

and H2, but only 4.14 eV to form SiH3 and H as demonstrated
in Table I. As silane absorbs energy from the laser pulse, two
of the dangling hydrogen atoms will come together leading to
the expected fragmentation pathway of SiH4 into SiH2 and H2.
The fragmentation energy for the loss of H2 is lowered from
7.34 eV to only 2.62 eV as the H-Si-H bond angle reduces
bringing the hydrogen atoms together to the ground state H2

bond length of 0.74 Å. The adiabatic value for the loss of
an atomic hydrogen remains almost constant at ∼4.14 eV.
The cation SiH4

+ relaxes to a geometry with two hydrogen
atoms separated by only 0.94 Å, and having a dissociation
energy to form SiH2

+ and H2 of 0.57 eV. This demonstrates
that an ultrafast laser will lead to the preferential loss of atomic
hydrogen, but a slower ionization method would preferentially
lose H2 after silane fully rearranges to the bent geometry. The
ultrafast laser used in this experiment does not allow for com-
plete relaxation, whereas past studies have measured adiabatic
processes. The ultrafast ionization observed in this experiment
could explain the enhancement in the production of the
SiH3 ion.
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V. CONCLUSION

We have given a detailed description of MO-ADK for
a molecule with Td point group symmetry. For the laser
intensities used in this experiment, the ADK ionization
signal is in agreement with the molecular orbital calculation.
Therefore, the strong field ionization of this Td molecule can
be approximated as if a spherical partial wave.

We have demonstrated that the ionization potential of even a
fairly unstable molecule, silane, can be described accurately
with both MPI and TI models. Specifically, we stress the
accuracy of the MO-ADK or ADK model for describing
ionization dynamics. The observed ionization potential of
silane is in excellent agreement with its vertical ionization
potential. Both of these models have been applied to the
fragments of silane and have been found to describe the
appearance potentials accurately. MPI observations of the
fragments indicate instantaneous, or vertical, excitations,
whereas TI is described under adiabatic excitation. Therefore,

nuclear rearrangement is significant in strong field ionization
mechanisms, even when induced with a femtosecond laser.

Multiply charged species were not observed in the mass
spectrum, even with laser intensities as high as ∼1 ×
1015 W/cm2. Fragmentation was found to be almost 20 times
more probable than ionization. Product ratios are maintained
almost constant above an intensity of 7 × 1013 W/cm2. The
dominant fragmentation channel and ion product of silane
through interaction with a femtosecond laser is SiH3

+ which
is predicted to be the most important ion in the production of
a-Si:H films. The enhancement in the concentration of SiH3

+
is attributed to the ultrafast ionization rate of the femtosecond
laser.
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