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Nonclassicality indicator for the real phase-space distribution functions
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Benedict et al. and Kenfack et al. advocated nonclassicality indicators based on the measurement of negativity
of the Wigner distribution functions. These indicators have some applications in quantum mechanics and quantum
optics. In this paper we define a nonclassicality indicator in terms of the interference in phase space, which is
applicable to some real distribution functions including those of Wigner. As a special case one may reproduce the
previous results using our indicator for the Wigner distribution functions. This indicator is examined for cases
of the Schrodinger cat state and the thermal states and the results are compared with those obtained by previous
methods. It seems that the physical behavior of nonclassicality indicators originates in the uncertainty principle.
This is shown by an onto correspondence between these indicators and the uncertainty principle.
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I. INTRODUCTION

States with the minimum uncertainty are considered to be
the classical states in quantum mechanics [1]. These are the
quantum states which are the closest ones to the classical states.
An earlier attempt to shed some light on the nonclassicality of
a quantum state was pioneered by Mandel, who investigated
the radiation fields and introduced an indicator measuring the
deviation of the photon number statistics from the Poissonian
distribution, characteristic of the coherent states [2]. Dodonov
presented a review on 75 years of studies about the nonclassical
states in quantum optics and the uncertainty relations [3]. The
nonclassicality indicators (NCIs) given by Benedict et al.
[4,5] and Kenfack et al. [1], which are not independent,
are defined in terms of the volume of the negative part of
Wigner distribution functions (WDFs) in the phase space.
Some authors have considered the negativity of WDFs to
investigate quantum interference and nonclassical effects such
as fractional revivals, squeezing, and higher-order squeezing of
photon-added coherent states propagating through a Kerr-like
medium [6-11]. WDFs corresponding to these states in the
instance of fractional revivals were obtained and negativity of
the WDFs was assumed as an NCI of the states concerned.
Also, Nogues et al. [12] have measured WDFs at the origin
of the phase space for a single-photon field. Its negative value
exhibits the nonclassicality nature of this state.

Although these NCIs apply for a wide set of examples, they
have the following inconsistencies.

(i) They are applied for the WDF, which is real and in
general has negative values in some regions of the phase space.
It can be shown that they are representation dependent and have
different behaviors for other distribution functions (DFs).

(ii)) The NCIs have zero values for classical states and
nonzero values for nonclassical ones. However, the reason
for different values of the NClIs has not yet been explored.

(iii)) They will be washed out for nonclassical states for
which the corresponding WDFs are positive over the available
phase space [13].
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Dragoman [14] assumes an interference phenomenon to be the
source of negativity in the WDFs. Thus, one may define the
NCT on the basis of the interference phenomenon in the phase-
space picture of the quantum mechanics. In this respect, Jeong
and Ralph [13] believe that the interference is responsible for
the nonclassical behavior occurring in the thermal state. In
contrast, definition of the NCI for non-negative DFs in the
phase space according to their negative properties does not
mean anything more. For example, for Husimi DFs, which are
positive everywhere in the phase space, the interference seems
to be more appropriate to indicate nonclassicality.

Here we attempt to remove the aforementioned discrep-
ancies by introducing an NCI based on the interference
phenomena displayed by real DFs. Such an indicator would
be applicable to different DFs describing the same physical
phenomena [15,16].

In Sec. II a brief review of the definition and application of
NClTs is presented. In Sec. III our NCI is defined. In Secs. IV
and V this NCI is applied to the Schrodinger cat state (SCS)
and the thermal state for WDFs, Husimi DFs, and Rivier DFs,
respectively. In Sec. VI the correspondence behavior between
the new NCI and the uncertainty principle is explored, and
Sec. VIl is devoted to the conclusions.

II. VIOLATION OF NEGATIVITY AS A
NONCLASSICALITY INDICATOR

Quantum mechanical DFs, unlike classical probability
distributions, which must be real and non-negative, can be
either negative or complex functions of the phase-space
variables. Despite the fact that some DFs, like those of Husimi
[17] and Rivier, are real and positive, some are real and (or)
negative (e.g., WDFs [18]), and others are complex (e.g., that
of Kirkwood [19]). The negativity of WDFs is interpreted as
a nonclassical effect [1,4,11]. According to this property the
parameter §, defined as
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by Kenfack and Zyczkowski [1], is considered as the NCI.
By definition, § is O for coherent states, for which the
Wigner functions are non-negative. § is related to the indicator
v, defined by Benedict et al. [4,5], as a measure of the
nonclassicality of a quantum state as follows:

21

v=—— 0<v<l, 2)
21 +1

where /_ is the module of the integrals over the negative
domains of the DF. By Eq. (1) and normalization conditions
of the WDFs, one gets § = 2/_. Thus a simple relation can
be obtained between the two quantities as v = 8(1 + 8)7!,
indicating their equivalence. Later, because of this equivalence,
we just focus on 6.

Owing to the equivalence of the different DFs [15], a
physical effect assigned to the negativity of a DF should not
be removed from one DF to another. Therefore, how does this
effect appear for the different DFs, especially those which are
always positive?

Like WDFs, Rivier DFs are real and become negative in
some parts of the phase space. However, 6 behaves differently
for WDFs and Rivier DFs. This different behavior is plotted
for the SCS in Fig. 1.

The SCS is defined as a coherent superposition of two
Gaussian wave packets [6] separated by a peak-to-peak
distance of g in the configuration space. The wave function
of such a state reads

N(po, _
V) = %W(g) +o @), 3)
where
i mao\ " mw 2, .Po
¢~ (q) = (E) eXp[ - ﬁ(q + qo0) +z;(q + qo)}.
“4)
— === Wigner
0.7 - po=2 Rivier
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For the sake of simplicity we set m =h = w = 1. In Eq. (3),
N(po.qo) = [1 + cos(2go po)e =91~/ is a constant of normal-
ization. From Egs. (3) and (4) one obtains the WDFs as

1 .
Wig.p)=— / P dx[¢T (g — )T (g + x)

oo

+¢(q—x)p (g +x)+ ¢ (g —x)p ¥ (q + x)
+¢ (g —x)pT* (g + x)]. ()

Equation (5) contains four terms. Diagonal terms, that is, the
first and second terms, denoted Wy, and W»,, are caused by the
coherent states localized in +¢q (or —qp) and the cross terms,
denoted Wi, + Wy = Wy, are the interference terms. Thus

W(g,p) = Wii(g,p) + Wa(q,p) + Winlq,p), (6)

where

N2(po.
Wii(g,p) = % expl—(g + 90 — (p — po)*l.
N2(po.q0) @
Wa(q.p) = % expl—(g — q0)* — (p — po)*],
and
N2(po,
Winlq,p) = y exp[—¢* — (p — po)*1cos(2qop).

®)

Separation of the WDF into three parts will help us to introduce
anew NCIL

Now it is useful to give some interpretation for § using
the WDF for the SCS. The first and second terms in Eq. (6)
are positive and have no oscillations. But the third term
(interference term) is oscillatory and would assume negative
values. All oscillations and corresponding negativities vanish
at go —> 0. Thus, there is a correspondence between the
negativity and the interference of the SCS.

FIG. 1. Indicator § for the Wigner and Rivier DFs of the SCS versus the separation distance g, for several values of p, as labeled in each
plot. 6 shows different behavior in the Wigner and Rivier representations. go and py are dimensionless parameters.
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For states occupied at the limit of gy — 00, the cosine term
in Eq. (8) rapidly oscillates, independently of pg, and a crude
approximation |cos(gopo)| = 1 gives an explicit upper bound
for §, thatis, § < 1.

III. INTERFERENCE AS AN INDICATOR
OF NONCLASSICALITY

Some authors, like Dragoman [14], believe that the interfer-
ence in the Wigner representation is the source of negativity of
the WDF. Any DFs, F(p,q), which are made by superposition
of two (or more) state functions can be separated into different
terms denoted F;;, where i and j enumerate the state functions
and the diagonal (cross) terms correspond to i = j (i # j).
For example, in Eq. (6) one has Fip = Wy, Fp1 = Way,
Fi1 = Wiy, and F>, = Wy, therefore

F(p.q) =) _ Fi. ©)
ij

The individual terms in the real DFs may be imaginary, while
their sum should be real.
Let us define an NCI, 7, as

n= Zij ffooo [1fijl — fijldqdp
Zij f,oooo [fi;| + fijldgdp’

where f;;(p,q) = Re[F;;(p,q)] and the integrals in the nomi-
nator are the negative parts of f;;. The denominator is arranged
to keep n at 0 < n < 1. If n = 0, the corresponding quantum
state is the nearest one to the classical state. Other values of
n indicate departure from the classical state. As examples, we
apply 7 for a few well-known real DFs, that is, WDFs, Husimi
DFs, and Rivier DFs. We rewrite 7 as

(10)
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where

oo
sy = [ Ufsa.pl = fitapidadp. (2)
—00

It is important to note that 1 is defined as a superposition
of the negative parts of the individual terms, while § is defined
as the negative parts of the superposition of those terms. This
is the key point in the definition of 5 that originates in the
interference phenomenon. In contrast, for positive definite DFs
(e.g., Husimi DFs for all systems or WDFs for the thermal
state), n > 0, while § = 0. Thus, according to §, all quantum
states in the Husimi representation are classical states, which
is not correct at all.

Asaspecial case, fori = j =1, fi; = fi1 = f,nbecomes

S UfI = fldgdp A

T LS fldgdp T 24 A -
For WDFs one has F = W, A = §, and
8 v
Tl=m=2_v. (14)

Thus, the role of § or v emerges as a special case of n for
WDFs.

IV. APPLICATION TO THE SCHRODINGER CAT STATE

The variation of § for the SCS in the Wigner and the Rivier
representations obtained in Sec. II is plotted in Fig. 1. Clearly
this parameter vanishes for the Husimi representation. Now
we study the behavior of 5 for the SCS in the Husimi, Rivier,
and Wigner representations. For the WDF, n can be obtained
using Egs. (5)—(10). The results are plotted in Fig. 2, which
shows a behavior similar to that of §.

The Rivier DF is given by

R(q.p) = 3[x(q.p) + x*(q.p)], (15)
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FIG. 2. Indicator n for the Wigner, Husimi, and Rivier DFs of the SCS versus the separation distance g, for different p, values. n shows
similar behavior, demonstrating the equivalence of these representations in the phase space.
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which is the real part of the Kirkwood DF,
1 .
p) = —— P* Thap, 16
x(q.p) N Y (g)P"(ple (16)

In Eq. (16), ®*(p) = ¢ (p) + ¢~ (p) is the state function in
the momentum space corresponding to ¥ (¢g) in the configura-
tion space. If the system is made by the superposition of two
states, one obtains the Rivier DF as

R(g.p) = R"(q.p) + R™(q.p) + Rinlq.p).  (17)

where
R™(q,p) = Re{ N;;q—f}g())WJr(Q)(f*(P)]e_w} ,
R (q.p) = Re{N;STq—iZO)W(q)w*(p)]e"pq} , -
Rin(q,p) = Re{ NZSTq—TZO)[N(q)w‘*(p)

+ ¢ (@e T (p)le P }
Thus the Rivier DF for the SCS (4) is given by
N?(go, po)
R=—"—+—
272
+ 67%(‘1%10)27%(17*1%)2 cos[(p — po)(g + qo)]
+e 2@ =3I cos[gy(p + po) + g(p — po)l

e 2@ =30 cos[go(p + po) — q(p — po)l}-
(19)

— L g—qol—L(p—po)?
{em 24" =2(P=P cos[(p — po)(g — qo)]

In this case

2
N"(q0.P0) 1 (g=qor~L(p-po?

R*¥(q,p) = — 2207
(g.p) -

x cof(p — po)(q £ qo)],
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N2(q0.po) | _1 =3 i
Rin(q,p) = ——{e=2@=q0)" =3(p=p0)
q.pP 272 {
x cos[go(p + po) +q(p — po)]
1o arar = (p—po)? cos[qo(p + po)

As mentioned before, § vanishes in the Husimi represen-
tation, giving no information about the nonclassicality of the
state in this representation. The Husimi positive DF is obtained
by a Gaussian smoothing of the WDF [15] as

1 [ , ,

H(g,p) = = / dq'dp'W(g',phe @ ’=r=r7 (1)
4 —0oQ

Using Eq. (5) in Eq. (21), the Husimi DF can be obtained for

the SCS as

H=H"+H + Hn, 22)
where
N(po.qo) 1 1
HE = — 21 @ +a0? — ~(p — po) | .
1 P 5l 40) 2(p po)
2
Hy=H'""+H = Me_%[qz‘f'qgﬂp—m)z]
' 2

x cos[go(p + po)l- (23)

Equation (23) shows that the diagonal terms are positive,
while the cross terms are negative, in some regions of the
phase space. Egs. (1), (10), and (19)—(23) give § and 7,
which are plotted in Figs. 1 and 2, respectively. Note that
(i) in Fig. 1 the behavior (i.e., the variation and the location
of minima and maxima) of § is different for the Wigner,
Rivier, and Husimi (§ = 0) representations, leaving § as a
representation-dependent parameter; and (i) in Fig. 2 the
behavior of 7 is similar for the Wigner, Rivier, and Husimi
representations. § and n are also plotted in Figs. 3 and 4 in
terms of pgy for go = 1 and 2. It is shown that, in contrast to

q0=2 — == W_ig_ner
Rivier

04l

0.3

0.25

FIG. 3. § of the Wigner and Rivier DFs for the SCS versus p, for different gy values. § shows different behaviors.
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FIG. 4. n of the Wigner, Husimi, and Rivier DFs for the SCS versus p, for different g, values. n shows similar behavior, demonstrating the

equivalence of these representations in the phase space.

8, n again has a similar behavior in the different phase-space
representations.

V. APPLICATION TO THE THERMAL STATE

Let us consider a two-mode harmonic oscillator interacting
with an electromagnetic field in a cavity. A displaced thermal
state can be defined as [13,20]

p"(V.d) = / d*a PV, d)a)(al, (24)
where |a) is a coherent state of amplitude o and
th 2 _ 2Ja—d?
PY"V,d)= ————e v, (25)
a(V —1)

with dimensionless variance V and displacement d in the phase
space. d varies with the intensity of the field and V depends
on the temperature 7 by MV = (v + /(V—-1). We
consider an interaction of the thermal state with a microscopic
superposition of a two-mode harmonic oscillator of ground
(]0)) and first excited (|1)) states given by

1
V2
The interaction Hamiltonian H,;, = A&T&ﬁl;, which corre-

sponds to the Kerr nonlinearity, yields the evolution of the
system through the interacting density operator as follows:

V) = —=(0) + [1)). (26)

1
o = E/dzaPth(V,d){IO)(Ol ® |}l

+11)(0] ® |ae’®) (ct]
+10) (1] ® |ar) {exe®|
+ 11| ® |we?) (e[}, 27)

where a' (a) and b' (b) are the creation (annihilation) operators
of the oscillator and field, respectively, and ¢ = At.

The WDF corresponding to Eq. (27) is
W(p.q) = N{W"™(a:d) +2aV(e:d) + 2[aV (i d)]*
+@af® = HW(@:de'?)), (28)
where p and g are the imaginary and the real parts of «,

respectively. In Eq. (28) one has

v (29)

. 2 1
W(p.q:de'®) = — exp| — —[(q — v/2d cos ¢)?
TV \%4

2 (g — ~2d)* + p?
Wth(p,CI;d):ﬁexpl:_q— ,

+(p—~2d sin¢)2]}, (30)
242 A 1
VC , ,d — = 1= igy .2 2
(p.g;d) 7TJKGXP[ K( e'?) 2J(q +p°)
V2qd , 4d%e'?
—] 14) - ) 31
+ e (e JKZ} 31

where K =24+ (V — 1)(1 —€'?),J = (sin¢p/2 +iV cos ¢/
2)/2Vsing/2 +2icos¢/2) and the normalization
factor is N={4+ ¢ exp{—%(l — )] + =& expl— 2[?2
(I —e ).

One may obtain the Husimi DF corresponding to Eq. (27)
as

H(p,q) = H"(p,q;d) + H (p,q;d)

+[H(p.q;: )" + HY(p.q:de'?), (32)
where
2N (q — V2d)* + p?
H® q;d) = ————— -, 33
(p.g:d) n(v+1)eXp[ Vil (33)
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FIG. 5. Left: The different behavior of § for the Wigner and the Rivier representations of the thermal state, where ¢ = /16 and V = 2,
while it vanishes for the Husimi representation. Right: The nonclassical indicator 1 shows similar behavior for the Wigner, Rivier, and Husimi
representations for the thermal state with the same ¢ and V.
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T ZQJ+ DK eXp[_T(l i )
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Further, the Rivier DF corresponding to Eq. (27) is

R(p.q) = R™(p.q:d) + R(p.q;d)
+[R(p.q;)I* + R™(p,q;de'®),  (37)

where

R"(p,q;d) = -JL{@—JMV

2N
7/ V241 p{ V+1
2_l.2p(51+\/§d)]}

+p %

(38)
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FIG. 6. A comparison between I" and 7 versus g, in the Wigner representation for py = 2 and 5. Except for large gy values, they show a

similar behavior.
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FIG. 7. The similar behavior of dimensionless I and n versus p, in the Wigner representation for go = 1 and 2. Note that 7 is plotted out

of scale for gy = 2, to have I" and 5 in the same plot.
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(p.q;de’®) Y e A AR
2+/2pd
-I-Vi__il_vl(icosd)—l—VsinqS)
2
+ «/_q (zsm¢+Vcos¢)
2d2 . 2pq
V2+1[(V—l—zsm(2¢)]—zvz+l}
(39)
R(pog:d) = 2N
P KA+ 1
X ex 2dz(l ) (P*+4q%
(1= —
P 4J2+1p a

\/—qd . i
X {(4]2 1)K[Z.l(l—i—el(zﬁ)—(l —e )]}
. 2V2pd . 0
X exp{lmDJ(l— €l¢))+(1+€ )]}
4d%(1 — X0 —4 ] i?)
X exp|:— G T DK i| (40)

Using Egs. (28)—(40) one may calculate § and n in Egs. (1)
and (10). The behavior of § is shown on the left-hand side of
Fig. 5 for the Wigner and Rivier representations, while it van-
ishes for the Husimi representation. § has a different behavior
in terms of variation of d for the different representations. But
the right-hand side in Fig. 5 shows a similar behavior of 7 as
a function of d for those representations in the phase space.

VI. UNCERTAINTY PRINCIPLE AND NONCLASSICALITY
INDICATOR

Now we are in a position to think about the physical inter-
pretation of n. The inherent uncertainty in the simultaneous

measurement of the conjugate variables has a quantum origin.
Thus, it is reasonable that the uncertainty is related to the NCI
n. Let us define the uncertainty parameter as follows:

I' = (Ag)*(Ap)*.

It can be shown that for the SCS the uncertainty I is in terms
of po and ¢g¢ and that it is independent of representations. In
Fig. 6 I and 5 in the Wigner representation are plotted versus
qo for different py. It is seen that, except for the large go, I'
and n have similar behavior. Thus one finds an onto relation
between 1 and I'. Deviation of n and I' for larger ¢( arises
from the inherent nature of the SCS such that the constituent
coherent states are separated by go.

Furthermore, the behavior of n for the Wigner repre-
sentation and I'" are plotted in Fig. 7 in terms of py for

(41)
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FIG. 8. The similarity behavior of I" and 7 versus d in the Wigner
representation for V =2 and ¢ = 7 /16.
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go = 1 and 2, showing the same behavior as before. Thus,
the relation between I" and n allows one to have a quantitative
interpretation of NCI, that is, a system with higher 7 has higher
quantum mechanical uncertainty, and vice versa. The same
interpretation is satisfied for &, however, according to Figs. 2
and 4, in contrast to 8, n has a similar behavior in the other
real representations as well.

The behavior of the 1 and uncertainty I'" for the thermal
state is plotted in Fig. 8. It is clear that the correspondence of
the functional behavior of I and 5 for the SCS still exists for
that of I and 5 calculated for the thermal state as well.

VII. CONCLUSIONS

The NCIs already defined are applied only to the Wigner
representation of the phase-space quantum mechanics. They
do not show similar behavior when applied to the other repre-
sentations. For example, the indicator § introduced by Kenfack
et al. has different behavior in the different representations as
shown in Figs. 1 and 3. To indicate the nonclassicality of a

PHYSICAL REVIEW A 82, 012102 (2010)

quantum state in other representations with real DFs, we define
an indicator based on the oscillatory nature of these DFs. The
idea was proposed first by Dragoman as an inherent quantum
interference signature [21]. The behavior of the NCI defined
in such a way is representation independent. As illustrative
examples it is worked out for the Wigner, Husimi, and Rivier
representations for the cases of the SCS and the thermal state.
The results plotted in Figs. 2, 4, and 5 show the similar
behavior of 5 for the aforementioned representations. Another
result is the relation between the NCI and the uncertainty
principle as a fundamental principle of quantum mechanics.
The relation between 1 and the uncertainty principle explored
for the SCS and the thermal state are shown in Figs. 6-8,
emphasizing the similar behavior of 1 and I' in the different
representations.
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