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Absolute cross sections are reported for single, double, and triple charge exchange of Feq + (q = 5–13) ions with
CO and CO2. The highly charged Fe ions are generated in an electron cyclotron resonance ion source. Absolute
data are derived from knowledge of the target gas pressure, target path length, and incident and charge-exchanged
ion currents. Experimental results are compared with new calculations of these cross sections in the n-electron
classical trajectory Monte Carlo approximation in which the ensuing radiative and nonradiative cascades are
approximated with scaled hydrogenic transition probabilities and scaled Auger rates. The present data are needed
in astrophysical applications of solar- and stellar-wind charge exchange with comets, planetary atmospheres, and
circumstellar clouds.
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I. INTRODUCTION

Charge exchange (CE) of highly charged ions with neutral
targets is not only important from fundamental, theoretical
aspects [1] but is also an important charge-reduction process
affecting the ionization fraction of fusion [2] and astronomical
[3] plasmas. The detection of x rays from solar system targets
is in part because of CE of highly charged solar wind or magne-
tospheric ions with cometary gases [4], the Martian exosphere
[5], Jupiter’s upper atmosphere [6], and interstellar He [7,8].

Given the inherent uncertainties of observations, such as
solar-wind and magnetospheric-projectile abundance, target-
gas abundance, charge-exchange cross sections, and atmo-
spheric attenuation, one would like to have, for modeling
purposes, as many laboratory-measured quantities as possible.
To this end, single and multiple absolute CE cross sections have
been previously reported for relevant projectile-target pairs
and results compared with those of available theoretical and
semiempirical calculations [9–12]. Presented in this article are
absolute CE cross sections for the species Fe(5–13)+ interacting
with the cometary and atmospheric species CO and CO2.
While Fe ions have a relatively small abundance (less than
3% of the total oxygen-ion abundance), these heavier species,
along with ions of C, N, O, Ne, Mg, Si, and S, give rise to the
observed comet and planetary x-ray emissions associated with
CE. The experimental approach is summarized in Sec. II, and
theoretical considerations are discussed in Sec. III. Results and
comparisons with the n-electron, classical trajectory Monte
Carlo (nCTMC) method and the extended over-barrier model
are given in Sec. IV, and conclusions are given in Sec. V.

II. EXPERIMENTAL CONSIDERATIONS

The present data were acquired using the electron cyclotron
resonance (ECR) ion source and the CE x-ray-detection beam

line at the JPL Highly Charged Ion (HCI) Facility. Details
of the beam lines, the CE geometry, system calibration, and
experimental errors have been given previously [9,10]. In terms
of the CE gas cell, all measurements were taken with the
largest cell exit aperture diameter consistent with maintaining
adequate gas density in the cell; limiting pressure gradients
at the ion exit-aperture region so as to reduce CE outside
the geometric path length of the cell; and maintaining a
high angular collection efficiency of the charge-exchanged
ions. The choice of gas-cell exit aperture was determined in
separate measurements of 3He2+ charge exchanging with He
and H2 where the scattering kinematics introduced a large
angular spread in the CE products [13]. Those data ensured
that collection-angle effects were negligible in the present
data. All measurements were carried out at an Feq+ energy of
7q keV. The ion currents depend on the Fe charge state and
were in the range 4 pA–50 nA.

Separate tests were carried out to search for effects of
metastable levels of the projectile ions on the final results, and
these are described in Refs. [9–12]. As a check, the ions Fe7+
and Fe8+ were generated by several paths. In one path, each
was formed and extracted in the usual fashion from the ECR
source. In the second, Ar quenching gas was introduced into
a long section of the beam line between the 90◦ charge/mass
selection magnet and the electrostatic “Y” deflector [10,11]. As
a third, Fe7+ was generated, starting from ECR-extracted Fe8+
ions, by the process Fe8+ + Ar → Fe7+ + Ar+, and Fe8+ was
similarly generated by the step Fe9+ + Ar → Fe8+ + Ar+ [9].
Absolute CE cross sections measured in the collisions with
CO were the same, within experimental error, for the Fe7+
and Fe8+ ions produced in the three paths. Since one would
expect a different distribution of metastable states in the
different formation processes, the results indicate that the same
starting state—almost certainly the ground state—was present
in measurements with the Feq+ ions.
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Measurement errors were calculated by adding in quadra-
ture the statistical errors, taking into account the number of
measurements for each ion-molecule pair, errors in measuring
the gas density, the ion current ratios, absolute currents,
the effective gas-cell collision length (corrected for gas
streaming), and current fluctuations of the ion beams. The final
convoluted 2σ errors in the data are given in Table I. The errors
averaged to 13% (σq,q−1), 21%(σq,q−2), and 25% (σq,q−3).

III. THEORETICAL CONSIDERATIONS

The processes contributing to the measured CE cross
sections in collisions of an Feq+ ion with target molecule A-B
can be summarized as

Feq+ + A-B → Fe(q−j )+ + A-B(j+s)+ + se, (1)

where j + s is the number of electrons transferred from
the target, j is the number of electrons captured by the
projectile, and s is the number of free electrons produced
by the collision. In the present case, captures up to j = 3
have been measured, with no determination made as to
whether the A-B(j+s)+ species remains as a parent ion or
subsequently decays to excited, fragment ions. One-electron
capture occurs mainly to a high n-state of Fe(q−1)+, which
stabilizes through a series of photon emissions. In the case of
two- or three-electron transfers, one, two, or three electrons
may be in excited states. The resulting excited ion stabilizes
either by photon emission or autoionization. For example,
single transfer (j + s = 1, s = 0) and autoionizing double
transfer (j + s = 2, s = 1) will contribute to σq,q−1. Double
transfer (j = 2, s = 0), single-autoionizing triple transfer
(j = 3,s = 1), and double-autoionizing quadruple transfer
(j = 4, s = 2) will contribute to σq,q−2.

A full quantum-mechanical treatment of low to intermedi-
ate energy collisions between HCIs and molecules remains a
daunting theoretical challenge. Fortunately, charge transfer in
such collisions proceeds mostly to relatively highly excited
states, and hence simpler and more tractable approaches
may be used to calculate the σq,q−j cross sections. The
method employed here is the nCTMC approach [14,15]. This
approximation was previously used to describe single electron
capture (SEC) in Ne10+ + He, Ne, Ar, CO, and CO2 collisions
[16]. It was also used to describe multiple electron capture in
N7+ and O7+ + CO, CO2, and H2O collisions in which good
agreement was found with results from cold-target, recoil-ion
momentum spectroscopy measurements [17].

The CTMC method describes an ion-atom or ion-molecule
collision through consideration of a large number of trajecto-
ries chosen from an ensemble of projectile-target configura-
tions that simulate the initial quantum-mechanical electronic
probability distributions for position and momentum [18,19].
The subsequent particle motions are determined by solving
the classical equations of motion. At an asymptotic final
separation, one calculates the relative electron energies to each
of the ionic centers to determine what, if any, transition has
occurred (i.e., elastic scattering, excitation, charge transfer,
and ionization). In particular, for charge transfer, the classical
orbital states of the captured electrons can be mapped to
the corresponding quantum states using appropriate binning
rules [20–22]. Results are generally progressively better for

capture to higher principal quantum numbers, as expected
from the correspondence principle. This is the regime in which
fully quantum-mechanical methods have significant difficulty
and is to a reasonable extent the regime of capture channels
considered here.

CTMC was originally formulated with a treatment of only
a single, active electron on the target. Various forms of the
independent-electron model (IEM) were used to describe mul-
tiple electron processes such as transfer ionization or multiple
electron capture. However, a key insight [14] that led to the
development of nCTMC was that multiple-electron processes
in collisions of HCIs with atoms are more appropriately
modeled if the target electrons possess the correct sequential
binding energies, as opposed to equivalent binding energies
used in IEM approaches. Thus, in the nCTMC method for
ion-atom collisions, the experimentally observed ionization
potentials are used for the n-electron binding energies. In this
article, the target molecules are considered as single centers
with eight active electrons. The approximation of a single
center is reasonable at the collision velocities considered,
especially given the high charge state of the Feq+ projectiles.
The binding energy of the first of the eight electrons is
given by the experimentally observed first ionization potential
and that of the next seven electrons by cumulative orbital
energies [23]. Finally, the electrons interact with the target
center through a model potential approximated as that of the
dominant element (oxygen) in CO and CO2. Future work could
refine this approach by placing the electrons into initial orbits
of a multicentered molecular target.

For each of the nine Feq+ ions colliding with CO and CO2,
approximately 20 000 projectile ion trajectories of collision
energy of 7q keV were computed and binned. The resulting
events led to one-, two-, three-, or fourfold capture. The ion
cores were treated as being frozen, and the interaction between
the cores and active target electrons were given by the model
potential of Refs. [24,25]. Because of the structure of the Feq+
projectiles, it was necessary to determine the quantum states
after capture by the non-Coulomb binning method [22] instead
of the usual method applicable to fully stripped ions [20]. For
the higher charge states, capture proceeds dominantly to about
n = 6, and for the lower charge states to n = 4, roughly in
accord with the usual scaling nmax ∼ q3/4. The distribution of
capture is significant up to about n = 10. While SEC is the
largest channel, double (DEC), triple (TEC), and quadruple
electron capture (QEC) are also significant. Therefore, since
capture is often to multiply excited states, it is necessary to
simulate the ensuing radiative and nonradiative (autoionizing)
cascades. This results in a final charge- and quantum-state
distribution that would be observed in an experiment where
the scattered Feq+ ions are detected at a distance from the
target molecules, having traveled a time sufficient for radiative
and nonradiative cascades to transpire.

A full treatment of these cascades presents a significant
challenge requiring quantum-structure and radiative and non-
radiative (Auger and Coster-Kronig transition) data for all
levels up to n = 10 for Fe2–11+ (i.e., up to fourfold capture
in Fe5–13+). While data exist for part of these sets of levels
and transitions, they are almost exclusively for low-lying
states. Therefore more schematic models of ion quantum levels
were created, and scaled hydrogenic transition probabilities
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and scaled Auger rates [26] were used. The cascades were
computed for double, triple, and quadruple capture events in
a multiply excited state following the general, well-known
procedure [27] for treatment of multiple Auger electron
emission and fluorescence in plasmas. A more detailed and
accurate model would clearly require a more extensive effort
that would be justified only if more accurate input data from
a treatment better than nCTMC were available. As described
subsequently, estimates are given as to the uncertainty of final
calculated results arising from approximations in the cascade
models.

IV. RESULTS AND DISCUSSION

Absolute single (σq,q−1), double (σq,q−2), and triple
(σq,q−3) CE cross sections for the Feq+ ions colliding with
CO and CO2 are listed in Table I. Results of the nCTMC
calculation and the radiative/Auger cascade processing for the
nine iron ions colliding with CO are shown in Fig. 1 (SEC),
Fig. 2 (DEC), and Fig. 3 (TEC). Good agreement of the
theoretical results with the measurements is seen. In particular,
the magnitude and trend of the results for SEC agree well
with the measurements but tend to underestimate magnitudes
for the lower and higher qs. The nCTMC results for SEC also
display a smoother trend, whereas the measurements vary
somewhat from the trend for several charge states, possibly
reflecting details not included in the collision or cascade
models. The theoretical results for DEC also agree well with
measurements in that they are both nearly constant for all
charge states, but the theoretical data are about a factor of 2–3
smaller in magnitude. Similarly, the nCTMC plus cascade
results for TEC are nearly flat. This is in agreement with
experiment, but here the very small values of the measured
data vary above and below the theoretical values.

The error limits associated with the theoretical results
are estimates of the minimum and maximum contributions

FIG. 1. Results of the nCTMC calculation and radiative/Auger
cascade processing for CE in Fe5−13+ collisions with CO (star)
compared with the present experiments (square). Shown are the
single CE results with error bars representing the maximum estimated
uncertainty from the cascade model. See also listings in Table I.

FIG. 2. Same as for Fig. 1, but for the double CE results.

possible from the cascade process. Specifically, for SEC, the
maximum is given by the calculated direct SEC cross section
plus 100% of the DEC and estimated maximum fractions of the
TEC and QEC undergoing cascade added to the SEC result.
The minimum is given by assuming complete stabilization
of the multiple electron capture computed by nCTMC in the
DEC, TEC, and QEC channels. These represent the extremes
of the contributions from cascades that could raise or lower
the SEC results. Similarly, for DEC the maximum is found by
adding to the direct nCTMC DEC cross section the estimated
largest contributions from TEC and QEC and the minimum by
assuming complete stabilization of the TEC and QEC inputs
to the cascade. The same approach is used to estimate cascade
errors for TEC. It should be noted that these error bars do
not reflect approximations inherent to the nCTMC model but
rather only uncertainties in the cascade following the initial
multiply excited population from that calculation.

For the dominant process, SEC, these estimates of the
maximum uncertainty due to the radiative and nonradiative
cascade processing could change the direct single capture

FIG. 3. Same as for Fig. 1, but for the triple CE results.
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cross sections computed with the present nCTMC model
by at most about +20% and −10%. This indicates that
the uncertainty stemming from the estimation of the very
large array of radiative and nonradiative rates for each of
the Fe ions for levels up to as high as n = 10 contributes
no more than these amounts. It shows the adequacy of the
present approach given the underlying limitation of the CTMC
method to produce the input distribution for the cascade.
Whereas the uncertainty in the radiative and nonradiative
cascade relevant to final SEC states depends predominantly on
two-electron rates, those required to estimate the contribution
from these processes for DEC and TEC require predominantly
three- and four-electron rates of considerably greater uncer-
tainty. The presently estimated uncertainties for the DEC and
TEC channels are commensurately larger, being as much as
+100% and −25%. We note that the model rates adopted
as well as the underlying CTMC method cannot pick up
subtle quantum structure effects that might cause an initial
population or subsequent cascade to result in cross sections
that vary significantly from the rather smooth trend that the
theoretical results display. Clearly additional physical insight
could be derived from measurements and calculations that
treat the multiple capture and rearrangement process in more
detail.

Shown in Fig. 4 are the experimental and theoretical results
for single CE of Feq+ ions with CO2. Results for double and
triple CE are shown in Figs. 5 and 6, respectively. There
is again good overall agreement of the theoretical results
with the magnitude and trends of the measurements. As for
CO, the SEC measurements show more variations from the
smooth trend predicted by the theoretical results, and the
DEC results are again about a factor of 2–3 smaller than
the measurements. Comparison of the theoretical results for
the two targets indicates that the SEC and DEC results vary by
only about 5% between CO and CO2. This occurs because the

FIG. 4. Results of the nCTMC calculation and radiative/Auger
cascade processing for CE in Fe5−13+ collisions with CO2 (star)
compared with the present experiments (square). Shown are the
single CE results with error bars representing the maximum estimated
uncertainty from the cascade model. See also listings in Table I.

FIG. 5. Same as for Fig. 4, but for the double CE results.

sequential binding energies of CO and CO2 are quite similar
(e.g., for CO, 14.01, 29.03, 46.75, . . . eV, and for CO2, 13.78,
28.65, 43.52, . . . eV); that is, for the HCIs considered here,
the most critical parameter influencing the capture process is
the electronic binding energy. One also notes that the rising
trend of the SEC cross sections capture cross section increases
with increasing q; i.e., the projectile presents a larger capturing
sphere or impact parameter b for the higher charge states. For
SEC, this occurs over a wide range of b, with the probability
for capture peaking at small b. For DEC and TEC that occur
over a smaller range of b, increases in q do not increase the
multiple capture probability as much as they can for SEC,
which has a smaller probability for capture that extends to
larger b, yielding the much flatter dependence as a function
of q.

Finally, while significantly less rigorous than the nCTMC
theory, the semiempirical extended overbarrier model (EOBM)
[28] and assumptions therein were used in a simple calculation
of the relative fraction of the true capture channel versus
the autoionizing multiple-capture channel for CO. The CO
binding energies were taken from Refs. [29,30]. This is the
same approach as in Ref. [10], where EOBM cross sections

FIG. 6. Same as for Fig. 4, but for the triple CE results.
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FIG. 7. Pie chart representing the fractions of true capture and
autoionizing multiple captures for Fe(5–7)+ ions with CO, as calcu-
lated in the extended overbarrier model. The legend (j + s,s) refers
to j + s electron transfers followed by s electron autoionizations.

were calculated for the CO target for projectile C5+ and C6+
ions. Results of the EOBM approximation for CO and Fe(5–7)+

for all excitation strings are shown in Fig. 7, where one sees
a trend of increasing contribution from autoionizing multiple
capture with increasing Feq+ charge state.

V. CONCLUSIONS

Comparisons have been presented between experimentally
measured absolute CE cross sections and the n-electron
classical trajectory Monte Carlo (nCTMC) approximation for
collisions of Fe(5–13)+ ions with CO and CO2. Results for
capture of up to three electrons are given. There is agreement
within combined experimental and theoretical error limits
for σq,q−1 and agreement within error limits in most cases
for the smaller cross sections σq,q−2 and σq,q−3. Such data
are useful not only in assessing the state of theory but also
in calculating ionization fractions in cometary and planetary
atmospheres.
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