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Doubly differential spectra of scattered protons in ionization of atomic hydrogen
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We have measured and calculated doubly differential cross sections for ionization of atomic hydrogen using
75-keV proton impact for fixed projectile energy losses as a function of scattering angle. This collision system
represents a pure three-body system and thus offers an accurate test of the theoretical description of the few-body
dynamics without any complications presented by electron correlation in many-electron targets. Comparison
between experiment and several theoretical models reveals that the projectile-target nucleus interaction is best
described by the operator of a second-order term of the transition amplitude. Higher-order contributions in the
projectile-electron interaction, on the other hand, are more appropriately accounted for in the final-state wave

function.
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I. INTRODUCTION

Studies of atomic systems have the important advan-
tage that the underlying fundamental interaction, that is,
the electromagnetic interaction, is essentially understood.
However, for systems containing more than two mutually
interacting particles, the Schrodinger equation is nevertheless
not analytically solvable. Wave functions and energy levels
of bound states in multielectron atoms can be calculated
with satisfactory accuracy using numerical methods such as
the multiconfiguration Hartree-Fock procedure [1]. However,
systems undergoing a dynamic process, for example, a frag-
mentation process, represent a serious challenge to theory. One
such fragmentation process that has been studied extensively
is ionization of atoms by charged-particle impact (for reviews,
see, e.g., [2-4]). Relatively recent experiments revealed that
the ionization dynamics is not as well understood as assumed
previously, even for relatively simple collision systems [5].

In calculations of ionization cross sections, sophisticated
modeling of the collision dynamics has to be combined
with accurate computations of structural properties of the
target atom, especially the wave functions. However, electron-
electron correlations in target wave functions may obscure
details of the collisional dynamics in ionization cross sections.
Besides, even wave functions which provide precise energy
levels of bound states, which are often used as a criterion
for the quality of the wave function, are not necessarily very
accurate for evaluating collision cross sections. The latter tend
to be very sensitive to the tails of the wave function at large
distances, which do not have a significant impact on the energy
levels. Therefore, for the understanding of the basic aspects
of the collision dynamics experimental studies of ionization
of simple one- or few-electron atoms are crucially important.
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Unfortunately, for the most desirable target atom in that regard,
that is, hydrogen, cross-section measurements are significantly
more difficult than for, for example, noble gas targets. As
a result, efforts have focused on ionization of helium and a
vast amount of measured data for total and various forms
of differential cross sections are available for a variety of
projectiles (e.g., [2—13]).

Measured total cross sections for ionization of helium can
be reproduced by theory with satisfactory accuracy for a broad
range of kinematic conditions. For example, even first-order
perturbative models, like the distorted-wave Born approxi-
mation, yield good agreement with experiment for proton
or electron impact at perturbation parameters n (projectile-
charge-to-collision-speed ratio) as large as 0.5 [2,14]. Even
better agreement is achieved with models like the continuum-
distorted-wave—eikonal-initial-state (CDW-EIS) [15,16] or
three-body-distorted-wave (3DW) approaches [17], which
account for higher-order contributions in the final-state wave
function. However, total cross-section measurements are not
ideally suited to test the theoretical description of the few-
body dynamics in ionizing collisions. In the integration over
the kinematic parameters determining the final state of the
collision inaccuracies in the calculation can be averaged out,
which could lead to fortuitous agreement with experiment.

A major advancement in the understanding of the ionization
dynamics seemed to have been accomplished when measured
doubly differential spectra of electrons, ejected by proton
impact at energies as small as 100 keV [18], were found to
be in good agreement with CDW-EIS calculations (except
for fast electrons ejected in the backward direction) [16].
This assessment was reinforced when such spectra were well
reproduced by theory, even for 3.6 MeV/amu Au’* ions
(n = 4.5) colliding with helium [19] and heavy target atoms
[20]. However, later this optimism was shaken by the compari-
son between measured and calculated doubly differential cross
sections (DDCSs) as a function of ejected electron energy and
projectile scattering angle [21,22]. For the very same collision
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system, involving Au>** ion impact, for which the CDW-EIS
model nicely reproduced doubly differential electron spectra,
the same model was in poor agreement with the measured
scattering-angle dependence of the DDCS, [22] (the subscript
p indicates the projectile scattering angle dependence to distin-
guish these DDCSs from doubly differential ejected electron
spectra). Significantly improved agreement was achieved by
accounting for the interaction between the projectile and the
residual target ion (PT interaction) following the method
of Rodriguez and Barrachina [23], but nevertheless major
discrepancies remained. There was not even satisfactory agree-
ment for the much simpler system (from a theoretical point of
view) 100 MeV/amu Co* 4+ He, where n = 0.1[22,23].

The discrepancies between the measured and calculated
DDCS, not only showed that our understanding of the ioniza-
tion dynamics was less complete than assumed previously, but
also provided a first hint that the theoretical problems might be
rooted in the description of the PT interaction. Rather strong
indications that this is indeed the case were then obtained
from fully differential cross-section (FDCS) measurements
for ion impact [5,9,24-28] and later for electron impact
ionization [29-31]. For a long time, FDCS studies focused on
geometries in which only electrons ejected into the scattering
plane, spanned by the initial and final projectile momenta,
were detected (e.g., [3,11,12,32,33]). There, the experimental
data were well reproduced by perturbative approaches at least
for large projectile energies (e.g., [34]). Later, sophisticated
nonperturbative models for electron impact were developed
which treated the entire collision system, including the
projectile, fully quantum mechanically (e.g., [35-37]). These
calculations achieved impressive agreement with experiment
even for collision energies just above the ionization threshold.

For electron ejection outside the scattering plane, the
comparison between experiment and theory is much less
favorable. In the plane which is perpendicular to the scattering
plane and which contains the initial beam axis, to which
we refer in the following simply as the perpendicular plane,
surprising peak structures were observed which could not be
fully explained by theory [5,30,31]. In the case of electron
impact, these features could qualitatively be partly reproduced
by nonperturbative calculations which account for the PT
interaction. However, significant quantitative discrepancies
were found, especially at small momentum transfers g
(difference between initial and final projectile momentum),
and perturbative calculations did not even reproduce the peak
structures qualitatively at any g [31].

For ion impact the discrepancies between experimental and
theoretical FDCSs for the perpendicular plane are severe [5].
Here, a major problem is introduced by the large projectile
mass, which makes fully quantum-mechanical nonperturbative
calculations accounting for the PT interaction much more
challenging than for electron impact. First results from a
non-perturbative approach, treating the PT interaction semi-
classically, were published only very recently [38]. Here
too, non-negligible discrepancies to experimental data remain.
Otherwise, although promising nonperturbative models with-
out the PT interaction were developed recently [39,40], at
present only perturbative approaches accounting for the PT
interaction in the final-state wave function can be compared to
experiment (e.g., [5,17,41-45]). However, it was pointed out
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that the PT interaction, which is contained in the final-state
wave function in these models, is only described accurately if at
least one collision fragment is far from the other two fragments
[46,47], which is not a likely constellation for electron
ejection into the perpendicular plane [44,45]. None of these
calculations is in satisfactory agreement with measured FDCSs
for the perpendicular plane, even at small 5. On the other hand,
very good agreement with measured data for 100 MeV/amu
C% + He was achieved when FDCSs calculated within the
first Born approximation (FBA) were convoluted with classical
elastic scattering between the projectile and the residual target
ion [48] using a Monte Carlo simulation [49].

The present status of studies of ionization of helium by
charged particle impact seems to suggest that an accurate
description of the PT interaction is a major remaining
challenge to theory, especially in perturbative approaches. On
the other hand, it is conceivable that the theoretical difficulties
are merely due to the relatively complex two-electron initial
state of the target atom (see the preceding). For a sensitive
test of the theoretical description of the few-body dynamics in
ionization, which is not affected by complications due to the
presence of passive electrons, experimental data for a pure
three-body system, that is, for an atomic hydrogen target,
are important. A few data sets of experimental FDCS are
available for electron impact (e.g., [50,51]). However, they
are restricted to small projectile energies, where significant
differences between the cross sections for electron and ion
impact are expected [52]. For ion impact, multiple differential
measurements are much more difficult than for electron
impact. As a result, only experimental total (e.g., [2,53,54])
and singly differential cross sections (e.g., [55]) as well as
doubly differential cross sections as a function of the electron
energy and ejection angle (DDCS,) (e.g., [56]) were reported.
Only last year we reported measured DDCS, for ion impact
[57]. These latter data, which are the most detailed data
currently available for a pure three-body system involving ion
impact, reinforced the conclusion that the description of the
PT interaction represents a major challenge to theory and that
the discrepancies between measured and calculated ionization
cross sections for helium are not just due to the complications
introduced by a many-electron target.

In the present work we have extended the measurements
of DDCS, as a function of the projectile scattering angle
0, for fixed energy losses AE for 75-keV p + H collisions
from AE =30eV to AE = 50 eV studied earlier by a new
data set for AE =53 eV. The significance of this latter
value is that it corresponds to an ejected electron speed v,
equal to the projectile speed v,. It is well established that at
velocities v, = v, effects due to the postcollision interaction
(PCI) between the outgoing projectile and the ejected electron
maximize. Furthermore, the data are analyzed in terms of new
theoretical calculations. The comparison between experiment
and theory demonstrates that, apart from the PT interaction, the
agreement with the experimental data also depends sensitively
on an accurate description of PCIL.

II. EXPERIMENT

The experimental setup is schematically shown in Fig. 1.
A 5-keV proton beam with an energy spread of much less
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FIG. 1. Schematic diagram of the experimental setup.

than 1 eV was produced with a hot cathode ion source and
accelerated to 75 keV. Before passing through the collision
chamber the beam was collimated to a size of about 0.15 by
0.15 mm.

The atomic hydrogen target beam was generated by a mi-
crowave dissociator using an Evenson cavity resonantly tuned
to the frequency of the microwave field of 2.45 GHz [58]. After
exiting the quartz discharge tube, the hydrogen gas was guided
through Teflon tubing to a Teflon-coated quartz needle. The
exit of the needle consisted of a narrow canal 20 mm in length
with an inner diameter of 1 mm. The hydrogen escaping from
the needle was then collimated by a skimmer, also made out
of Teflon, with a diameter of 0.8 mm and located at a distance
of about 10 mm from the tip of the needle. The needle was
mounted on an XYZ translator so that it could be accurately
aligned with the skimmer. The collimation cooled the target gas
in the plane perpendicular to the expansion to about 5 K. In the
direction of the expansion the beam was cooled due to the pres-
sure gradient between the region inside the needle (0.4 Torr)
and the surrounding region (~10~° Torr). However, here the
temperature was significantly higher (=20 K). The hydrogen
target beam intersected with the projectile beam at a distance
of 20 mm from the skimmer. All components of the target
gas assembly were carefully cleaned following the procedures
described by Paolini and Khakoo [58].

The recoil ions were extracted perpendicular to the incident
projectile beam by a weak, nearly uniform, electric field of
3.6 V/cm. After the electric field region, the recoil ions
traveled through a field-free drift region and were detected
by a two-dimensional position-sensitive detector. The cooling

of the target together with the position-sensitive detection
makes it possible to analyze the momentum of the recoil ions.
However, at the time of the experiment the resolution was not
optimized yet. Furthermore, since the goal of this study was to
measure DDCS ,,, which only depend on projectile parameters,
momentum-analyzing the recoil ions was not needed.

The scattered projectiles passed through a switching magnet
(not shown in Fig. 1) to clean the beam from components which
got neutralized by capture from the target gas or the residual
gas in the beam line. They were then decelerated by 70 keV,
energy analyzed by an electrostatic parallel-plate analyzer
[59], and detected by a microchannel-plate detector. The
projectile-energy loss was obtained as follows: an offset power
supply inside the decelerator terminal provided a voltage
AV relative to the decelerator ground which was sent to the
accelerator terminal. Therefore, after leaving the accelerator,
but before the collision, the projectile energy was (Vgec +
Vextr + AV)q, where the decelerator potential of Vg, = 70 kV
plus AV is equal to the accelerator potential and the ion source
extraction voltage Vi was 5 kV. If the projectile suffered an
energy loss equal to AV ¢ in the collision the projectile energy
at the analyzer (i.e., after deceleration) was Vexrg = 5 keV.
Therefore, the analyzer voltage was kept fixed at a value
corresponding to a pass energy of 5 keV. The energy loss
of the detected projectiles was thus given by AVq. Since the
accelerator and decelerator were hard wired together (through
the AV supply), the ripple on the decelerator and accelerator
potential was practically identical and did therefore not affect
the energy-loss measurement. This way an energy resolution
of 3 eV full width at half maximum (FWHM) was achieved.
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The projectile detector was equipped with a two-
dimensional position-sensitive wedge-and-strip anode. The
entrance and exit slits were very narrow (75 pum) along an
axis connecting the slits (the y direction), but long (~2.5 cm)
in the direction perpendicular to that axis (the x direction).
Therefore, a broad range of scattering angles (0 to 2 mrad),
which were determined by the x position on the projectile
detector, could be recorded simultaneously. However, because
of the narrow width of the analyzer slits in the y direction, only
one energy loss A E could be recorded at a time. The scattering
angle calibration of the position spectrum was performed
using two independent methods. First, a position spectrum
was recorded for a fixed AE for 75-keV p + He collisions.
The calibration factor was adjusted so that the scattering angle
dependence of the DDCS,, measured earlier for this collision
system without using a position-sensitive detector [8] was
reproduced. In the second method, the channel number of
the x position was first calibrated to a position in mm using
the known size of the active area of the anode. Next, the
distance from the collision region to the decelerator, the length
of the decelerator column (where the beam diverges), and
the distance from the end of the column to the entrance of
the analyzer were measured accurately and the length of the
path through the analyzer was calculated from its geometric
properties. Using these data and accounting for the divergence
in the decelerator column, it is straightforward to convert the
X position to scattering angle. The calibration factor obtained
from these two methods agreed with each other within 3%. The
position resolution of 100 um FWHM resulted in an overall
angular resolution (including the divergence of the incident
beam) of better than 0.1 mrad FWHM.

The projectile detector signals had to be transformed
from the high-voltage plateau of the decelerator to laboratory
ground. For the timing signal coming from the back channel
plate, this was done by converting the electric signal to a light
signal using an optical coupler. The light signal was then
detected by a photomultiplier located at ground potential.
The three signals from the wedge-and-strip anode, which
contain the position information, were converted to optical
analog signals, transported to ground potential through fiber
optics, and then converted back to electrical signals. The
fast timing signals from the back plate of the projectile
and recoil-ion detectors served as start and stop signals of a
time-to-amplitude converter (TAC) in a coincidence setup. The
output of the TAC, that is, the coincidence time, is essentially
the time of flight of the recoil ions plus a constant offset due do
the constant (because of the fixed energy loss) time of flight
of the projectiles.

III. DATA ANALYSIS

In Fig. 2 a typical coincidence time spectrum is shown.
Using simple kinematics for motion of a charged particle in
a uniform electric field, it is straightforward to show that the
time of flight is proportional to the square root of the mass-
to-charge ratio of the particle. Ionization of atomic hydrogen
and of undissociated molecular hydrogen therefore lead to
separate peak structures at about 4.3 and 6.3 us, respectively,
in the coincidence time spectrum. From the intensity ratio
between the proton and Hy peaks, we estimate the degree of
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FIG. 2. Projectile-recoil ion coincidence time spectrum for hy-
drogen gas bombarded by 75-keV protons. The peak labeled p
is associated with ionization of atomic hydrogen and the peak
labeled Hj is associated with ionization of undissociated molecular
hydrogen.

dissociation § to be about 30% to 40%. About the same value
was reached in studies of charge-exchange processes using
a similar design for the atomic hydrogen source [60]. This
relatively small § is the price to be paid for a design that makes
it possible to perform momentum analysis of the recoil ions
(see preceding). Although this feature was not needed in the
measurement of the DDCS,, reported here, it is necessary for
experiments studying FDCSs, which are currently in progress.

It should be noted that recoiling protons can also be
produced by dissociative ionization of the molecular hydrogen
target component. However, the momenta of the fragments
are much larger than for protons produced from ionization of
atomic hydrogen. As a result, with the relatively weak recoil-
ion extraction field used in this experiment, only a very small
fraction of the protons produced by dissociative ionization hit
the detector. In contrast, protons coming from atomic hydrogen
are projected onto the detector with an effective relative solid
angle of essentially 100%. In addition, even at the largest
scattering angles the DDCS , for dissociative ionization (which
we have measured very recently, but not published yet) are
more than an order of magnitude smaller than for ionization
of atomic hydrogen. As a result, with the dissociator off we
did not observe any indication for a proton time peak at the
extraction field of 3.6 V/cm; however, a clear proton peak was
found for an extraction field of about 200 V/cm.

For each AE a projectile position spectrum was generated
with a condition on the proton coincidence time peak. The
contributions to the coincident position spectrum from random
coincidences underneath the time peak were subtracted as fol-
lows: First, the total number of counts in the random spectrum
underneath the proton time peak was determined from a spline
fit. Then, a second window was set to the left of this peak with
a width which was adjusted so that the number of counts in
this window was equal to the number of counts underneath the
peak obtained from the spline fit. A second projectile position
spectrum was generated for this window and subtracted from
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the spectrum with the condition on the time peak. Since the
x component of the projectile position corresponds to the
scattering angle and these spectra were recorded for fixed AE,
they are directly proportional to the DDCS,.

To obtain the DDCS,, on an absolute scale the doubly
differential position spectra integrated over the projectile solid
angle were normalized to singly differential cross sections
(SDCSs) as a function of AE measured by Park et al. [55].
Their SDCSs integrated over AE are too large by a factor of
1.8 compared to recommended total cross sections based on
a large collection of experimental data [61]. Therefore, the
DDCS,, normalized to the SDCS of Park et al. were further
divided by 1.8. On the other hand, we cannot rule out the
possibility that the magnitude of the integrated SDCSs by
Park et al. are actually more accurate than the recommended
total cross sections and this should be kept in mind when
comparing to theory. Furthermore, no measured SDCSs are
available for AE > 45 eV. Up to that energy the data of Park
et al. divided by 1.8 are exactly a factor of 2 smaller than the
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corresponding cross sections for Hy. At AE = 50 and 53 eV,
we thus normalized our DDCS, to half the SDCS for H, [62].
This procedure leads to some additional uncertainties in the
absolute magnitude of the DDCS, for these A E, especially for
53 eV, which nearly corresponds to v, = v,. At this matching
velocity a step in the SDCS for p + He collisions was observed
[8,21], which is a manifestation of a strong PCI effect. For H,,
v, = v, corresponds to a slightly larger A E than for H because
of the larger ionization potential. Therefore, in the SDCS for
H, a step would be expected only at a AE larger than 53 eV,
while for H 53 eV is very close to the step. This could lead
to a slight overestimation of our normalized DDCS, at 53 eV,
which also should be kept in mind when comparing to theory.

IV. RESULTS AND DISCUSSION

In Fig. 3 the DDCS,, are plotted for AE = 30, 40, 50, and
53 eV as a function of the scattering angle 6,,. The data fall
off rapidly with increasing 6,,, which is a typical scattering
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FIG. 3. Doubly differential cross sections for fixed energy losses (as indicated in the legends) as a function of projectile scattering angle.
The experimental data are shown as solid circles. The calculations are denoted as follows: dotted curves, CDW-EIS-SC; dashed curves,

CDW-EIS-CL; dash-dotted curves, 3C; solid curves, SBA-C.
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FIG. 4. Average scattering angle in ionization of hydrogen by
75-keV proton impact as a function of the ejected-electron-to-
projectile-speed ratio. Open circles, molecular hydrogen target [63];
solid circles, atomic hydrogen target.

angle dependence of cross sections for most processes. At
intermediate 6, (~0.2- to 0.6-mrad), the angular dependence
exhibits a convex curvature and, at least for AE =40 eV,
a shoulder structure can be seen in this region. Earlier, we
associated this structure, which is discussed in more detail
below, with binary interactions between the projectile and the
electron [57].

The rate at which the DDCS,, are dropping is not very
sensitive to AE up to about 50 eV. However, at 53 eV the
width of the DDCS,, suddenly decreases significantly. The
same behavior was also observed for ionization of molecular
hydrogen [63] and, to a lesser extent, for helium ionization
[8,21] by proton impact at the same collision energy. It is
illustrated in more detail in Fig. 4, where the average scattering
angle Oy = [(d*0/dAEdS2,)0,dR2,/(do/dAE) is plotted
as a function of the electron to projectile speed ratio v /v, for
atomic (solid circles) and molecular hydrogen (open circles).
For atomic hydrogen, the drop in the width of the cross
sections near v./v, =1 is quite obvious, but we have no
data for v, /v, > 1 to determine the trend above this matching
velocity. On the other hand, for the molecular hydrogen target,
a pronounced minimum is observed near v, /v, = 1. Since PCI
is known to maximize in this region [8,21], it is plausible to
interpret the sudden narrowing of the DDCS, at 53 eV as a
mutual focusing effect between the outgoing projectiles and
the ejected electrons due to the attractive Coulomb interaction.
The magnitude of this narrowing is surprising because it is
much more pronounced than for a helium target, where only
a change of slope, rather than a minimum, in the width of the
DDCS,, was observed near v, /v, = 1[8,21].

In the following we will compare the experimental DDCS,,
to theoretical calculations based on a variety of different
models. As mentioned in the Introduction the PT interaction
has been identified previously as a factor representing a major
challenge to theory [5,9,22,30,57]. Furthermore, the surprising
features in the present data described in the preceding para-
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graph raise questions as to whether PCI is fully understood. In
our analysis of the comparison between theory and experiment
we therefore focus on the role of these two interactions.

The dotted curves in Fig. 3 show CDW-EIS calculations,
which account for the PT interaction semiclassically in terms
of the eikonal approximation assuming a classical straight-line
trajectory of the projectile [42]. Higher-order contributions
from the projectile-electron interaction are treated in terms of
a distortion of the ejected electron wave by the projectile in
the final state and in terms of an eikonal phase factor in the
initial state. The dashed curves are also based on the CDW-EIS
model; however, in this case, the PT interaction is accounted
for by convoluting the cross sections calculated without the
PT interaction with classical elastic scattering between the
heavy particles using a Monte Carlo simulation [48,49,64].
We refer to this model as CDW-EIS-CL to distinguish it from
the one which treats the PT interaction within the eikonal
approximation (semiclassically), which we call CDW-EIS-SC.

The dash-dotted curves represent calculations based on
the three-Coulomb wave (3C) model [65,66], following the
numeric implementation of Dey et al. [67]. Here, the initial
state is described the same way as in the FBA (i.e., a product
of an eigenstate of the unperturbed target Hamiltonian and a
plane wave for the projectile). The final state is a product
of three Coulomb waves describing the three two-particle
subsystems (electron-target nucleus, electron-projectile, and
projectile-target nucleus) so that both the PT interaction
and PCI are treated in the final state. The CDW-EIS and
3C calculations are conceptually similar. In both models,
higher-order effects are accounted for in the final state, but
not in the operator of the transition amplitude. They differ
insofar as the CDW-EIS approach, in contrast to the 3C model,
accounts for higher-order contributions in the initial state in
addition to the final state. Furthermore, in the 3C method
the PT interaction is treated fully quantum mechanically. The
solid curves show calculations based on a refinement of the
3C model [68], where the PT interaction has been accounted
for not only in the final state, but in the transition operator
as well. In [68] it was demonstrated that this model in the
limit of higher collision velocities approached asymptotically
the second Born approximation (SBA) evaluated in the closure
approximation. Since this model not only treats PCI in the same
manner as the 3C model, but the PT interaction is included with
the same accuracy as in the SBA, we refer to this model as
second Born approximation-Coulomb waves (SBA-C).

We presented a comparison between the CDW-EIS-SC and
CDW-EIS-CL models and the experimental data for AE = 30
to 50 eV earlier [57] and we start our discussion with a
summary of the important results of that comparison. Both
approaches significantly improve the agreement with the data
at large 0, relative to a CDW-EIS calculation which does not
treat the PT interaction at all (CDW-EIS-noPT, not shown in
Fig. 3). At small 6, the CDW-EIS-CL and CDW-EIS-noPT
results do not differ much. The CDW-EIS-SC calculations, on
the other hand, removes the underestimation of the DDCS,
in the CDW-EIS-noPT model at 6, < 0.2 mrad. However, it
leads to significant discrepancies with the data at intermediate
60, (0.2 to 0.6 mrad), where the data are well described by the
CDW-EIS-CL and CDW-EIS-noPT calculations. In the latter
two, a convex curvature in the theoretical curves is found
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in this angular range, in agreement with experiment, which
is due to binary interactions between the projectile and the
ejected electron [57]. In contrast, the CDW-EIS-SC model
leads to a concave curvature, indicating a strong deviation from
two-body kinematics due to the PT interaction. Surprisingly,
the simple convolution of CDW-EIS with classical elastic
scattering overall leads to a better agreement with experiment
than treating the PT interaction semiclassically. On the other
hand, for AE = 53 €V, corresponding to v, = v,,, none of
the CDW-EIS calculations are in satisfactory agreement with
the data and they do not reproduce the narrowing of the 6,
dependence of the measured DDCS, at all.

The comparison of the CDW-EIS calculations to the data,
especially at AE = 53 eV, shows that apart from the PT inter-
action PCI also still represents a major challenge to this model.
The descriptions of PCI in the 3C and CDW-EIS approaches
are very similar and one may therefore not necessarily expect
improved agreement with the data for the former model. On
the other hand, the fully quantum-mechanical treatment of
the PT interaction raises some hope that features due to that
interaction are better reproduced by the 3C model. Looking at
the data for AE = 30 eV, this hope, at a first glance, appears
to be disappointed. The discrepancies to experiment are larger
than for the CDW-EIS-SC results, essentially in the entire
angular range. However, for all other A E, the 3C calculations
yield significantly better agreement, at least for 6, > 0.2 mrad.
Itis particularly interesting that the concave curvature of the 3C
curve at AE = 30¢eV, seen in the CDW-EIS-SC calculations at
all AE, turns into a convex curvature at 40 and 50 eV, resulting
in significantly improved agreement with the experimental
data. Perhaps the most remarkable aspect of the 3C results
is that they reproduce, apart from possibly slightly overesti-
mating the overall magnitude, the measured DDCS , for AE =
53 eV fairly well, in sharp contrast to the CDW-EIS models. In
particular, the sudden narrowing of the angular distribution of
the DDCS,, relative to AE = 50 eV is well reproduced. The
3C model thus reinforces the surprising observation that PCI
is more important in p + H than it is in p + He collisions.

Except for AE =53 eV, the SBA-C model reproduces
the shape of the 6, dependence of the measured DDCS,
almost perfectly. At AE =30 and 40 eV there seems to
be a discrepancy of about 50% in the magnitude which,
however, is not necessarily significant, keeping in mind the
uncertainties in the normalization of the data mentioned earlier.
Of all calculations presented here, the SBA-C approach yields
the best overall agreement with the experimental data for
AE =30to50eV. At AE = 53 eV, it still fares clearly better
than both CDW-EIS calculations, but it does not describe the
magnitude and the width of the angular distribution of the
DDCS,, as well as the 3C model.

The comparison between experiment and theory raises
several questions, the answers to which could prove important
in advancing our understanding of the few-body fragmentation
dynamics in simple atomic systems: (i) Why does the classical
treatment of the PT interaction within the CDW-EIS approach
yield better results than the semiclassical treatment? Since
we are obviously dealing with a quantum-mechanical system,
this should not be viewed as a success of the CDW-EIS-CL
model, but rather as a shortcoming of the CDW-EIS-SC model.
(ii) All of the calculations which we presented so far conceptu-
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ally contain essentially the same physics and only the technical
treatment of the physics is different. Why, then, do they differ
so much (up to an order of magnitude in some regions) from
each other in the numerical results? (iii) Why do the CDW-EIS
and SBA-C calculations not reproduce the strong focusing
effect due to PCl at AE = 53 eV and why is the 3C calculation
much more successful in this regard although it seems to treat
PCI conceptually very similarly as CDW-EIS? In the following
we try to address these questions by analyzing in more detail
to what extent the various higher-order contributions are
described in the different models.

We start the discussion of higher-order contributions by
pointing out that any interaction included in the final-state
wave function is conceptually treated to all orders of pertur-
bation theory. However, since in practice it is not possible
to find an exact wave function, not all, or perhaps none, of
the higher-order contributions are treated completely and/or
accurately. On the other hand, any interaction that is only
included in the operator is treated to whatever order the
Born series is expanded. The advantage of treating the
interaction in the operator is that in principle each order can be
treated accurately, unless additional approximations (like, e.g.,
truncation of the sum over intermediate states or the closure
approximation) are employed. An important question then is:
What is more important, to include the various interactions
to as many orders as possible or to treat specific higher-order
contributions (especially the second-order terms) as accurately
as possible? The answer to this question may well be different
for different interactions.

The 3C wave function is known to be accurate if all three
particles are far away from each other, although in some
modified versions of the 3C model it is sufficient that one par-
ticle is far from the other two particles [46,47]. Furthermore,
if the PT interaction leads to a significant deflection of the
projectile one would expect that on average all three particles
have to approach each other to relatively small distances,
at least at large 6,, because the ejection of the electron
requires a relatively close encounter with the projectile. This
would suggest that treating the PT interaction within three
asymptotic Coulomb waves may result in some inaccuracies
(see also [43—45]). On the other hand, if the perturbation 75
(projectile-charge-to-speed ratio) of the collision is not too
large, the magnitude of the various expansion terms usually
decreases rapidly with increasing order. Treating the PT
interaction within the SBA may therefore be a viable approach.

The framework for higher-order contributions in the
projectile-electron interaction, that is, for PCI, is quite dif-
ferent. The PCI interaction distorts the asymptotic of the final-
state wave function. This distortion is probably not sufficiently
accounted for by the second-order term of the Born expansion.
Since the projectile and the electron attract each other, and
their relative speed is relatively small, they interact with each
other for a long time in the outgoing part of the collision. One
would therefore expect terms beyond second order to be quite
significant. It is thus probably more appropriate to describe
higher-order effects (causing the distortion of the asymptotic of
the final state) in the projectile-electron interaction, in contrast
to the PT interaction, in terms of a final-state Coulomb wave.

In order to test the preceding hypotheses we analyze the
theoretical models presented here in more detail by, starting

052705-7



M. SCHULZ et al.

107 b AE=30eV 3

DDCS(cm’/sr*eV)

10-14 s 1 s 1 s 1 s 1 - s
0.0 0.2 0.4 0.6 0.8 1.0
0 (mrad)
10" . . . .
AE =50 eV
—~ 107}
> E
D
*
j =
R
£
<
SR
2 10 E_
a
10'14 ' 1 N 1 N 1 N 1 KR
0.0 0.2 0.4 0.6 0.8 1.0
0 (mrad)

PHYSICAL REVIEW A 81, 052705 (2010)

10™ F T T T T T T T T
AE =40 eV
~ 10"
> s
D
E3
} =
=z
g
N2
8 -13
= 10 -
a
10-14 s 1 . 1 . 1 . [N
0.0 0.2 0.4 0.6 0.8 1.0
0 (mrad)
T T T T T
0 AE=53eV -
. 3
¢
% 10" e
3 E - 3
[ R Tt TS TN
= REREEREREE TN
H RN
7] : ~
8 10" | “‘\.\\\\ E
(=) b AN 3
B ~. > ~
. \‘\\\
10-14 s 1 s 1 s 1 + s 1 A
0.0 0.2 0.4 0.6 0.8 1.0

0 (mrad)

FIG. 5. Same as Fig. 3, but calculations are denoted as follows: dotted curves, FBA; dash-dotted curves, SBA; dashed curves, EA; solid

curves, SBA-C.

with the FBA, successively adding the PT interaction and PCI
using the respective method of these models. The data of Fig. 3
are shown again in Fig. 5, but this time they are compared
to different theoretical curves. The dotted lines represent the
FBA results and the dash-dotted lines are SBA calculations.
The difference to the SBA-C model is that the projectile
is described by a plane wave. Therefore, while the SBA con-
tains the PT interaction in the operator, it does not treat the PCI.
As in Fig. 3, the solid curves still represent the SBA-C results.

First, we consider the data for AE = 30 eV, which corre-
sponds to the largest |v,—v,| of the four energy losses studied
here; that is, the influence of PCI should be minimized. Indeed,
with decreasing A E the SBA results systematically approach
both the SBA-C calculation and the experimental data and are
in reasonable agreement with the latter at AE = 30 eV. On the
other hand, results obtained from the eikonal approximation
[69] (EA, dashed curves), which roughly corresponds to
removing PCI from the CDW-EIS-SC calculations, compare
still reasonably well, but less favorable to the measured
data than the SBA. This confirms that the PT interaction is
more appropriately treated in the operator of the second-order

amplitude than in the final-state wave function. It is interesting
to note that the CDW-EIS-CL calculation looks quite similar to
the SBA. Apparently, the convolution of CDW-EIS-noPT with
classical elastic scattering represents a reasonable simulation
(apart from the PCI contributions not included in the SBA) of
the SBA. This explains why CDW-EIS-CL yields better results
than CDW-EIS-SC.

Next, we consider the influence of PCI on the DDCS,, in
the various models. For AE = 53 eV, one might expect the PT
interaction to play only a minor role compared to PCI because
|ve—vp| is very small. However, this assumption should be
applied cautiously because it cannot be ruled out that the fo-
cusing effect due to PCl is at least partly based on an interplay
with the PT interaction. To illustrate this point it is helpful to
view the ionization process classically in terms of a sequence
of collisions between the various particles in the system. The
process starts with the primary interaction between the pro-
jectile and the electron lifting it to the continuum. As a result
of this collision, the two particles now go apart. Classically,
any further interaction between the projectile and the electron
must be preceded by a redirection of either the projectile
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or the electron through a collision with the target nucleus.
Therefore, the focusing effect may be due to (i) a projectile-
electron—electron-target nucleus—projectile-electron (PE-ET-
PE) sequence or (ii) a projectile-electron—projectile-target
nucleus—projectile-electron collision (PE-PT-PE) sequence.
The PE-ET-PE sequence is included in the CDW-EIS-noPT
calculation, but the sequence PE-PT-PE is only accounted for
by the models treating all interactions (CDW-EIS-SC, 3C, and
SBA-C).

To evaluate the contributions of the two sequences de-
scribed in the preceding paragraph within the CDW-EIS
approach, we compare the CDW-EIS-SC (solid curves), CDW-
EIS-noPT (dashed curves), and FBA calculations (dotted
curves) in Fig. 6. The PE-ET-PE sequence seems to hardly
contribute at all to the focusing. Although at AE = 50 and
53 eV the intensity at small 6, is enhanced in the CDW-
EIS-noPT calculation compared to the FBA, the width of the
angular distribution is not decreased much. Only after the
PT interaction is included (CDW-EIS-SC) is a pronounced
narrowing compared to the FBA observed. At AE = 30 and

40 eV, the intensity at small 6, even drops below the FBA
results if the PT interaction is not accounted for. We conclude
that in the CDW-EIS model the focusing due to PCI is pre-
dominantly produced by the PE-PT-PE sequence. This could
explain why this approach does not reproduce the experimental
data as well as the SBA-C calculations. By not treating the PT
interaction, involved in this sequence, in the operator (i.e., by
not including the second-order contribution completely) the
focusing is possibly not described accurately. In fact, it is not
even clear whether the CDW-EIS prediction, that the focusing
is dominated by the PE-PT-PE sequence, is correct.

The comparison between the experimental data and the
various models presented here support our hypothesis that
the PT interaction is more appropriately treated within the
SBA, but that for describing PCI the 3C approach is more
suitable. We can now provide partial answers to some of the
questions raised earlier. (i) The classical treatment of the PT
interaction within the CDW-EIS model works better than the
semiclassical approach because the convolution with classical
elastic scattering represents a good simulation of the SBA
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(although we do not know why this is the case). (ii) The
three theoretical models yield rather different results because
the description of the underlying ionization dynamics is quite
sensitive to the technical method of treating each interaction.
(iii) The question why the 3C model is more successful than
the other models in describing the narrowing of the angular
distribution of the DDCS, at AE = 53 eV remains to a large
extent unanswered. The lack of success of the CDW-EIS-SC
approach in this regard could be related to the semiclassical
treatment of the PT interaction.' However, the SBA-C model,
like the 3C method, also treats the PT interaction fully
quantum mechanically. Perhaps the worse agreement of the
former with the data is simply due to the large numerical
sensitivity of the calculations when |v.—v,| becomes very
small.

V. CONCLUSIONS

We have presented a thorough analysis of doubly differen-
tial ionization cross sections for fixed projectile energies as
a function of scattering angle for 75-keV p + H collisions.
The data were compared to three different models, all of
them treating all interactions to higher order of perturbation
theory. Nevertheless, major differences between the various
calculations were found. The SBA-C model is overall in
good, but not perfect, agreement with the measured data and
the 3C model reproduces the measured cross sections for
AE = 53 eV reasonably well.

The magnitude of the differences among the calculations,
and to some extent also to the experimental data, is surprising
because p + H represents the most simple system for which
ionization can occur and theory is not plagued by having to deal
with a complicated many-electron state. Especially the dis-
crepancies between the CDW-EIS-SC model and the measured
cross sections are disconcerting since the same model yielded
excellent agreement with experiment for the more complex
collision system p + He at the same collision energy [23].
On the other hand, the large differences between the various
models show that the cross sections are quitesensitive to the
details of the description of the ionization dynamics. The

'The importance of treating the PT interaction quantum-
mechanically has been pointed out by, e.g., Zapukhlyak et al. for
the case of capture processes [70].
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experimental data can therefore be used to check the validity
of the approximations used in theory and to determine the
most appropriate approaches to account for the higher-order
contributions from the various interactions in the collision
system.

The comparison between experiment and theory suggests
that the projectile-target nucleus interaction is best accounted
for in the operator of a second-order term of the transition
amplitude. Terms beyond second order in this interaction do
not appear to be very significant, at least for this collision
system. For the projectile-electron interaction, in contrast,
higher-order contributions are probably not negligible and it
is therefore more appropriate to treat this interaction in the
final-state wave function. The SBA-C model combines the
favored methods of including both interactions and as a result
yields the best overall agreement with experiment among the
models presented here.

The success of the SBA-C model could potentially also
be of considerable relevance with respect to the unexpected
features observed in the FDCS for electron emission into the
perpendicular plane mentioned in the Introduction. Although
these observations were interpreted in terms of the PT
interaction, calculations which account for it in the wave
function were not able to reproduce the experimental data [5].
However, to the best of our knowledge calculations of
FDCS for the perpendicular plane based on the SBA-C (or
similar) model have not been reported as yet. The significant
differences between the calculations presented here along with
the success of the SBA-C model demonstrated in this work
raise hope that this approach may be able to reproduce these
FDCS data as well and thus solve a long-standing puzzle.

An ultimate test of the theoretical description of the
few-body dynamics in atomic collisions would be provided
by FDCS measurements for p 4+ H ionization. This requires
analyzing the recoil-ion momentum with significantly better
resolution than accomplished at the time the experiment
reported here was performed. However, since then the recoil-
ion momentum resolution has been drastically improved and
FDCS measurements are now being initiated.
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