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Dynamics of strong-field laser-induced microplasma formation in noble gases
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The ultrafast dynamics of microplasmas generated by femtosecond laser pulses in noble gases has been
investigated using four-wave mixing (FWM). The time dependence of the FWM signal is observed to reach
higher intensity levels faster for Xe, with progressively lower scattering intensity and longer time dynamics
for the noble gas series Xe, Kr, Ar, Ne, and He. The temporal dynamics is interpreted in terms of a tunnel
ionization and impact cooling mechanism. A formalism to interpret the observed phenomena is presented here
with comparison to the measured laser intensity and gas pressure trends.
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I. INTRODUCTION

The interaction of intense, ultrafast lasers with noble gases
has resulted in the discovery of methods to produce high-
harmonics [1,2] attosecond pulses [3–5], terahertz generation
[6–8], filamentation [9,10], and self-phase modulation used
to produce high-bandwidth pulses [11]. Understanding each
of these processes involves the excitation, ionization, and
propagation of electrons in the intense laser field. For example,
the dynamics of high-harmonic generation have been modeled
using a few simple parameters [12] to capture the tunnel
ionization, subsequent propagation of the electron in the
laser field, and recombination with the ion to produce the
high-harmonic radiation.

In the laser-induced microplasma process, the elec-
tron concentration and temperature dynamics continue to
evolve long after the initial excitation or ionization has
occurred. A considerable amount of research has focused on
determining the electron concentration in femtosecond laser-
induced plasmas including interferometry [13,14], longitudi-
nal diffractometry [15], in-line holographic imaging [16–18],
electric conductivity [19,20], and shadowgraphic techniques.
Shadowgraphic measurements are performed by measuring
either the absorption of a probe laser as a consequence of
inverse Bremsstrahlung [21] or the change in the refractive
index gradient on a probe [22]. Combined shadowgraphic and
interferometric imaging [23] has been employed to determine
electron collision and recombination time, in addition to the
electron density. A direct comparison between the shadow-
graphic and interferometric techniques [24] revealed that the
shadowgraphic method provided the highest spatial resolution
for microplasma formation in air with a 150-fs pulse. The
aforementioned techniques reveal electron densities ranging
from ∼1015 to ∼1019 e− cm−3. However, the density and
diameter of plasmas formed within laser-induced filaments
exhibit a complicated dependence on external focusing condi-
tions [25]. In addition, other experimental conditions such as
pulse duration and filamentation medium (air, silica, etc.) make
direct comparison of electron density measurements difficult.
The effects associated with multiple filamentation [26] were
often not considered.

The Stark-broadening of emission lines provides an addi-
tional means to measure electron density [27,28], and this

method has recently been used to compare the electron
dynamics for femtosecond and nanosecond laser-induced
plasmas [29,30]. Spectroscopic analysis has also been em-
ployed to measure the electron temperature dynamics in
plasmas generated with femtosecond-duration pulses [29,30].
Several methods have been used, including the Boltzmann
relation and the relative line-to-continuum intensity ratio
[31,32], both of which are based on the condition of local
thermal equilibrium. However, these spectroscopic techniques
have only been demonstrated for relatively long time scales of
>10 ns. The electron temperature can also be determined by
measuring the expansion velocity of the shock wave generated
by the plasma [33,34]. Measurements of plasmas produced by
nanosecond pulses have been made in air using a cw probe
in which the temporal resolution was limited by the gating
of the CCD detection to the nanosecond time scale [33,34].
Subnanosecond electron temperature dynamics has largely
remained unexplored.

We present measurements of the electron temperature
and concentration dynamics in a femtosecond laser-induced
plasma channel with picosecond temporal resolution in the
noble gas series from He to Xe using four-wave mixing
(FWM), following on our initial report [35]. The measure-
ments are performed from the onset of plasma formation
due to the 80-fs pump laser up to 1.5 ns [35] and provide
a complement to the aforementioned methods yielding the
early-time electron dynamics. In this work plasma formation
is dominated by geometrical focusing, producing a single
short plasma channel, and is not produced by self-focusing,
thus avoiding multiple filamentation effects. A theoretical
model based on electron impact ionization cooling is presented
to predict electron kinetic energies evolving from >20 to
<1 eV. We also demonstrate the use of the continuum fluo-
rescence background resulting from Bremsstrahlung emission
as a means to determine the relative concentrations of singly
ionized atoms generated within the plasma. The essence of the
ionization and subsequent cooling process is captured mainly
by the ionization potential of the atom, affecting both tunnel
ionization and impact ionization cooling. In this article, we
provide a detailed description of the theoretical modeling along
with further tests of the model by measuring the pressure and
laser intensity effects on the electron dynamics in the plasma
channel.
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FIG. 1. (Color online) Experimental setup. RA—Ti:sapphire
regenerative amplifier; OPA—optical parametric amplifier; BS1,
BS2, BS3—beam splitters; DL12, DL13, DL14—retro-reflector-
based optical delay lines; AL1, AL2, AL3—achromatic lenses;
SHG—second harmonic generator; Ch—chamber; F1, F2—optical
filters; M—monochromator; CCD—cooled CCD array detector.

II. EXPERIMENT

The schematic of our experimental setup is shown in Fig. 1.
Transform-limited pulses of 2.4 mJ centered at 800 nm were
generated using a Ti:sapphire regenerative amplifier (RA) with
a pulse duration of 80 fs and a repetition rate of 1 kHz. A
beam splitter (BS1) was used to direct 1 mJ of the amplified
beam to pump an optical parametrical amplifier (OPA). The
remainder of the beam was further split 20:80 by the second
beam splitter (BS2). The more intense portion was used as
a pump beam for plasma generation. After passing through
the computer-controllable delay line (DL14), this pump beam
was focused by an achromatic lens (L3; 5 cm focal length) to
generate the microplasma in a chamber (Ch) filled with the
noble gas sample at a regulated pressure. The initial diameter
(prior to the lens) of the pump beam was 2 mm. The remainder
of the amplified beam, after BS2, was spectrally filtered to
1 nm full width half maximum (FWHM), corresponding to a
1-ps pulse duration, by a narrow-band optical filter (F1) and
split 50:50 by a third beam splitter (BS3) to create two FWM
beams of ω1 = ω2 = 800 nm. The third FWM beam (140 fs,
971 nm), ω3, was generated by doubling the fundamental of
the idler from the OPA using a second-harmonic generator
(SHG). The fundamental was cut off by a filter (F2). The

ω2 and ω3 beams traverse optical delay lines (DL12 and
DL13) to equalize the optical paths of all three FWM beams
to achieve temporal overlap in the interaction region. All
three FWM beams as well as the pump were polarized in the
horizontal plane. An achromatic lens (AL1) was used to direct
the three FWM beams into the optical chamber. The beam
geometry was based on folded-BOXCARS [36] and provided
complete angular separation of the emitted signal beam, ωS .
The frequency of the ω3 beam and the angles at which the
three FWM beams enter the focal point were chosen to fulfill
the phase-matching conditions on the respective wavevectors,
k1 + k2 = k3 + kS . For all the investigated gases, the OPA
idler wavelength was set to generate the ωS beam centered at
680 nm. The spectral region around 680 nm contains a minimal
number of fluorescence peaks for all five gases investigated.
The emitted FWM signal was collimated by an achromatic lens
(AL2) and then passed through an iris to the monochromator
(M) equipped with a cooled CCD array detector.

III. RESULTS AND DISCUSSION

To probe the mechanism of laser-induced microplasma
formation we first measured the fluorescence spectra of the
plasma after excitation by the intense pump laser pulse
(∼1014 W cm−2). The spectra are presented in Fig. 2(a) and
each features an array of sharp peaks residing on a broad, flat
background. The sharp features observed in each spectrum are
related to electronic transitions in the corresponding neutral
atom. The broad background is a continuum caused by the
Bremsstrahlung emission [37]. The background for each of
the various gases is well approximated by a horizontal straight
line (dashed lines in Fig. 3) over the small spectral window
measured here. The intensity of the Bremsstrahlung emission
depends strongly on the number and energy of the free
electrons, which in turn are determined by the gas ionization
potential Ip and the power of the plasma-generating beam.
Indeed, doubling Ip [from Xe (12.13 eV) to He (24.59 eV)]
leads to a decrease in the background level of more than three
orders of magnitude [Fig. 2(a)]. Increasing the pump laser
power producing the plasma from 30 to 250 mW leads to an
increase in the background signal of more than two orders
of magnitude [Fig. 2(b)]. The measured background levels
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FIG. 2. (Color online) Fluorescence spectra of the plasma generated in different noble gases by the 250-mW pump laser pulse (a) and the
same for Ar at different pump laser powers (b). Dashed lines represent the broad, flat background caused by Bremsstrahlung emission.
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FIG. 3. Intensity of Bremsstrahlung background emission as a
function of the pump beam power and the gas ionization potential,
IP , simulated according to ADK theory. The upper and right-side
panels show the comparison of the theory with experiment. Upper
panel: Intensity vs IP for a pump power of 250 mW (horizontal
dashed line in the gray-scale map). Right panel: Intensity vs power
for Ar, IP = 15.76 eV (vertical dashed line). Experimental data are
represented by gray circles; solid curves correspond to the simulation
using Eq. (3).

are consistent with the tunnel character of the strong-field
ionization of noble gas atoms and can be modeled using ADK
theory [38] to calculate the ionization rate of an atom at any
point in space and time as a function of the local electric field
amplitude envelope, E(r, t).

Upon integration over the laser period and summation over
the valence shell, the celebrated ADK formula [38] takes the
form

W (r, t) = N

(
6

π

)1/2 22n∗

n∗�(2n∗)

×
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) (
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R

) [
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)3/2
]

, (1)

where N is the number of valence electrons and n∗ =
(R/Ip)1/2 is the effective principal quantum number, with R
the Rydberg energy. To obtain the total degree of ionization
in the interaction volume, we have to integrate Eq. (1) with
the temporal and spatial profile of the electric field envelope.
We assume that the pump laser pulse is transform-limited and
that the transverse, cylindrically symmetric Gaussian profile
is approximately constant over the entire length l of the
interaction volume. Then, the time-dependent local electric
field envelope in the interaction volume is

E(r, t) = E0 exp

(
− ρ2

2R2

)
exp

(
− t2

σ

)
, (2)

where 2(σ ln 2)1/2 is the FWHM and R is the beam waist
radius. By following the approach used in Ref. [39] for
multiphoton ionization by a square pulse, the total degree
of ionization (the ratio of the number of ionized atoms to
the total number of atoms in the interaction volume) is then
obtained as
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(3)

and can be expressed as a fast-converging series of incomplete
gamma functions [40],

η =
∞∑

m=1

(−1)m+1Am
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(5)

β = 4R
3eE0aB(n∗)3

.

Equations (4) and (5) predict an exponentially strong depen-
dence of the total degree of ionization on both the laser field
amplitude, E0, and the ionization potential as expressed by the
effective quantum number, n∗.

Figure 3 shows the simulation of the Bremsstrahlung back-
ground emission intensity as a function of both the power of the
pump beam and IP of the gas using Eq. (4) in comparison with
experimental measurements. In the simulation we assumed
that the Bremsstrahlung emission intensity is proportional
to the total degree of ionization, η, because the signal is
integrated over 1 ms. Experimental values of the intensity
of the Bremsstrahlung emission (circles) in the upper panel
(emission intensity versus IP ) were extracted directly from the
spectra shown in Fig. 2(a). The right panel (emission intensity
versus laser power) shows the experimental points extracted
from the spectra presented in Fig. 2(b). The solid curves in
both panels were simulated using Eq. (4) at a constant value
of the laser power, 250 mW (upper panel), and a constant
ionization potential of 15.76 eV (right panel). The agreement
between theory and experiment suggests that the ionization
is indeed dominated by the tunnel mechanism and that the
model is capable of predicting quantitatively the ionization
probability in atmospheric-pressure noble gas plasmas induced
by strong-field laser pulses, as a function of the laser power
and the noble gas ionization potential.

To calculate the electron dynamics after ionization we
consider that once the free electrons emerge from the tunnel
ionization, they immediately accelerate to higher kinetic
energies by ponderomotive action of the strong laser field.
This ponderomotive energy of an individual electron would
return to zero after the laser pulse decreased to zero intensity
[41,42]. However, these laser-field-driven electrons can (and
do) effectively scatter from one another and from the ions,
thus nonadiabatically transforming the ponderomotive energy
into the energy of the emerging plasma provided the pressure
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is high enough. As inelastic scattering continues after the
pulse is over, the electron temperature is established on a
subpicosecond time scale. Then, we can assume that the
electrons are characterized by a thermal distribution function at
any step during the subsequent, and slower, process of plasma
cooling. As an approximation, we assume that the energy loss
is mainly due to impact ionization of the remaining neutral
atoms. (By assuming so, we neglect the possibility of multiple
ionization as well as impact excitation of atoms and ions to
higher lying bound electronic states.) Then, the energy balance
in the acts of ionization can be expressed as

d

dt

(
3

2
nT

)
+ Ip

dn

dt
= 0, (6)

where Ip is the ionization potential, T is the electron temper-
ature, and n is the electron concentration, whose evolution, in
turn, is determined by the rate equation,

dn

dt
= ν(t)n(n0 − n), (7)

with ν(t) representing the temperature-dependent ionization
rate and n0 representing the initial concentration of neutral
atoms. Equations (6) and (7) constitute a system of coupled
differential equations for the concerted evolution of T and
n. A pivotal role in the cooling process is played by
the ionization rate given by the ensemble average of the
product of energy-dependent ionization cross secion, σ (E),
and the electron velocity value, v : ν(t) = 〈σv〉. Assuming
Maxwellian distribution for the thermalized electrons, we have

ν(T ) = 2

√
2π

mT 3

∫ ∞

Ip

dE Eσ (E) exp

(
−E

T

)
. (8)

As seen from Eq. (8), the high-energy tail of the electron distri-
bution is responsible for creating additional ions from neutrals,
because only sufficiently energetic free electrons (with kinetic
energy E > Ip) are capable of ionizing bound electrons in
the remaining neutral atoms. When these energetic electrons
collide with atoms to create ions, the high-energy tail tends
to be depleted, only to be replenished by the ascendance of
lower energy electrons via thermal equilibration. This process
goes on at the cost of lowering the electron temperature,
much like the evaporation cooling to produce ultracold gases
[43–45]. Thus, the continuing process of impact ionization
both increases the number of free electrons and further cools
their distribution.

To calculate the cooling rate we require the cross section
for ionization to be a function of electron kinetic energy.
Although there is ongoing discussion in the literature as to
which semi-empirical expression for σ (E) would be the best
at intermediate values of energy E − Ip ∼ Ip with which we
are concerned, the general agreement is that the cross section
scales with the ionization potential and the number of electrons
in the upper shell, N , as

σ (E) = N

(R
Ip

)2

πa2
Bσ̃ (u), (9)

where aB is the Bohr radius and u = (E/Ip) − 1. The reduced
ionization cross section of a given atomic species as a
function of electron kinetic energy is represented in Eq. (9)

by a dimensionless function, σ̃ (u), which will be defined
subsequently for the energy regime under investigation. Using
Eq. (9) in Eq. (8) leads to a universal expression for the
ionization rate as a function of dimensionless temperature,
θ = T/Ip:

ν(θ ) = t0a
3
Bν̃(θ ); (10)

t0 = 2
√

π
R
h̄

N

(R
Ip

) 3
2

,

(11)

ν̃(θ ) = θ− 3
2 e− 1

θ

∫ ∞

0
du σ̃ (u)(u + 1)e− u

θ .

The plasma evolution can then be described by the coupled
dimensionless equations for θ and the degree of ionization, η,
the ratio of the number of ionized atoms to the total number
of atoms, as functions of dimensionless time,

τ = t

t0n0a
3
B

. (12)

These equations read

dθ

dτ
= −

(
θ + 2

3

)
ν̃(θ ) (1 − η),

(13)
dη

dτ
= ν̃(θ ) η (1 − η).

From these equations, the degree of ionization is expressed in
terms of the dimensionless temperature θ as

η = η(0)
θ (0) + 2/3

θ + 2/3
, (14)

where θ , in turn, is determined by the equation

dθ

dτ
= −ν̃(θ )(θ − θf ),

(15)

θf =
[
η(0)

(
θ (0) + 2

3

)
− 2

3

]
.

At this stage, we finally need to specify ν̃(θ ) by identifying the
expression for the reduced ionization cross section σ̃ (u). We
use a simple semiempirical approximation known as the Lotz
formula [46],

σ̃ (u) = γ
ln(u + 1)

u + 1
, (16)

where γ is a fitting parameter. This approximation results in
the functional dependence ν̃(θ ) = −(γ /

√
θ )Ei(−1/θ ), where

Ei(z) is the integral exponential function [39]. By using this
expression for ν̃(θ ) in Eq. (15), θ (τ ) is obtained implicitly in
a quadrature form,∫ θ

θ(0)

√
θ ′dθ ′

Ei
(− 1

θ ′
)

(θ ′ − θf )
= γ τ. (17)

The evolution of the dimensionless degree of ionization,
η(τ ), and dimensionless temperature, θ (τ ), is determined by
Eqs. (14) and (17). Ultimately, this evolution depends on
the initial values, η(0) as found from Eq. (4), and on
θ (0) ∼ 1. The dimensionalized functions n(t) and T (t), in turn,
determine the response of the plasma to external fields, and,
in particular, the intensity of the four-wave-mixing scattering.
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To measure the temperature of the electrons as a function of
time, we employ an ultrafast four-wave mixing method where
a dynamic grating is imposed on the plasma by the probe laser
beams and the degree of scattering is measured as a function
of time after initiating the microplasma. There are two major
mechanisms contributing to the FWM signal intensity in a
plasma: 1. the electron density grating due to the ponderomo-
tive potential of the ω1, ω2, and ω3 beams and 2. the electron
temperature grating due to local heating. For the femtosecond
pulses used in our experiments, only the first mechanism is rel-
evant, and that is well described in the framework of hydrody-
namic plasma equations. Following Ref. [47], one has that the
density grating imposed by two electromagnetic waves with
amplitudes A1 and A2, directional unit vectors n1 and n2, and
spectral functions f1(ω) and f2(ω), respectively, is given by

ñ(ω, k) = A1A2

32πmc2

ω2
pk2(

ω2 − ω2
p − γ T

m
k2

)
×

∫
dω′(f1(ω′)f2(ω′ − ω) + f1(−ω′)f2(ω − ω′))

× δ(k − n1k(ω′) + n2k(ω′ − ω)), (18)

where ωp is the plasma frequency. In the setup depicted in
Fig. 1, the two waves of Eq. (18) are the beams ω1 and ω3. As
the spectral width of these beams is much smaller than ωp,

ñ(ω, k) ∝ ω2
pk2[

(ω1 − ω3)2 − ω2
p − γ T

m
k2

] ∝ n(t)

T (t)
. (19)

Thus, the dependence of the measured intensity of the scattered
light on the plasma parameters may be approximated as

I ∝ [n(0)]2

[
θ (0) + 2

3

]2

θ2
(
θ + 2

3

)2 . (20)

The evolution of the electronic temperature T for the noble
gases was determined as a function of time according to
simulation using Eq. (17). The trend, demonstrated in Fig. 4(a),

shows that the cooling rate increases from He to Xe. An
order of magnitude decrease in the electron temperature of
Xe plasma is observed within the first 250 ps after the plasma
formation. Tracking such rapid dynamics was made possible in
our measurements because the temporal resolution is increased
by several orders of magnitude compared to the previous
nanosecond measurements [29,30,33,34]. The higher cooling
rate of the noble gases with lower values of Ip is manifest
in the intensity evolution of the FWM signal generated in
the microplasma. The experimental measurement of the FWM
signal generated versus τ14 delay (circles) is shown in Fig. 4.
These measurements were performed in the spectral region
from 676 to 686 nm [shadowed region in the inset to Fig. 4(b)]
where there is a minimum in the number of fluorescence lines
for all of the gases investigated. A typical spectrum of the
FWM signal is represented by the black curve shown in the
inset for Kr at 250 mW (τ14 = 1000 ps). The spectrum has a
Gaussian-like shape, defined by the spectral phase mismatch
for fs-BOXCARS [48]. The time-dependent measurements
display a rise time that is dictated by the impact ionization
cooling rate. The increasing rate of plasma cooling from He
to Xe corresponds directly to the rate at which the FWM
signal increases. As the electrons cool, the ponderomotive
grating formed by beams ω1 and ω3 is established with higher
contrast between the regions of constructive and destructive
interference, thus increasing the magnitude of the FWM signal.
After ∼250 ps the Xe FWM signal begins to reach a plateau in
accordance with the results obtained in Fig. 4(a) where the rate
of change for the electron temperature is seen to dramatically
taper off. The magnitude of the FWM signal directly reflects
the degree of ionization within the microplasma. As expected
from Fig. 2(a), the noble gas species with the lowest IP
will generate the greatest abundance of electrons. Hence, the
magnitude of the FWM signal increases from He to Xe in
the plateau region. The calculated FWM scattering intensity
using Eq. (20) is shown for the noble gases investigated as
the solid curves in Fig. 4(b). As seen from Eq. (20), each
gas has a time dependence for the FWM signal intensity I
that is governed by the time dependence of the dimensionless
electronic temperature θ = T/Ip. The theoretical predictions

FIG. 4. (Color online) (a) Time dependence of the electron temperature T for the series of noble gases as calculated with the ionization
cooling model. (b) The intensity of the FWM signal for the five noble gases plotted vs τ14 delay, measured at the spectral position near the
maximum of the FWM signal (circles). The FWM signal intensity vs time as simulated by our theoretical model (solid lines) is also shown.
The inset shows the FWM (black curve) and fluorescence (gray curve) spectra of Kr. The spectral region where the time-resolved signal was
accumulated is shadowed.
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FIG. 5. (Color online) Intensity of the FWM signal for Xe vs τ14 delay, measured at the spectral position near the maximum of the FWM
signal for different values of the pump beam power: (a) experiment; (b) theory.

agree with the experimental data quite well, with the exception
of Ne.

This Ne exception is especially notable given the fact
that Ne follows the trend with respect to the total degree
of ionization, as expressed in Fig. 3, suggesting that the
underlying plasma evolution should not be different from the
other noble gases. The considerable increase of the signal
for Ne after 500 ps is presumably due to the very strong
emission lines in close vicinity of the FWM signal detection
window from 676 to 686 nm, as seen in Fig. 2(a). These
Ne emission lines dwarf all other emission lines observed,
including those for the remaining noble gases. The Ne lines,
at 667.8, 671.7, and 692.9 nm, are immediately adjacent to
the observation window and the broad tails of these lines
extend well into the detection region and can affect the
propagating FWM signal. As the plasma cooling evolution
proceeds, the excited states corresponding to these transition
lines become populated, leading to population inversion [49].
Then, the FWM signal induces stimulated emission from the
excited state population in the observation window, resulting
in significant amplification. This scenario agrees well with the
fact that the deviant Ne behavior emerges later in the process
of the cooling evolution. We note that the Bremsstrahlung data
shown Fig. 2(a) are accumulated over a period of about 1 ms.
On the much shorter time scales of the FWM measurements
probing the microplasma evolution [<1 ns, as shown in
Fig. 4(b)], the emission line broadening will be much more
pronounced, resulting in even more significant tailing into the
detection window, further exacerbating the impact.

We can further test the model by investigating the mi-
croplasma response as a function of pump laser power and
gas pressure. Increasing the power of the laser inducing
the microplasma should alter the electron cooling dynamics
because higher intensities will cause both a higher density and
a higher initial temperature of the electrons produced. Thus,
investigations of the dynamics as a function of laser power
will test the predictive ability of the theoretical model. The
measurements of the FWM scattering intensity as a function of
delay after the microplasma is generated are shown in Fig. 5(a)
for Xe at laser powers ranging from 32 to 244 mW. The
sharp increase in the magnitude of the FWM signal with laser
power reflects the increase in electron concentration due to the
higher probability for laser-induced tunnel ionization. This is

in agreement with the measurement of the Bremsstrahlung
emission as a function of laser power that is presented in
Fig. 2(b). The rise time of the FWM signal also depends
upon the laser power. The trend of decreasing rise time with
increasing laser intensity is a direct reflection of the electron
temperature dynamics. Hotter electrons, produced at higher
laser powers, cool more rapidly due to the increased cross
section for impact ionization. The results of the corresponding
simulation using Eq. (20) are shown in Fig. 5(b). For each
given value of the pump laser power, the key parameters that
determine the simulated plasma cooling evolution, n(0) and
θ (0), were extracted from the simulation for the data shown
in Fig. 3. The agreement between the theoretical predictions
and the experimental measurements suggests that the theory is
able to predict both the temporal and laser-power dependence
of the FWM signal intensity for a laser-induced microplasma.

The dependence of the FWM signal on the target gas
pressure can be gleaned from the expression for the di-
mensionless time variable of Eq. (12), τ = t/(t0n0a

3
B). This

expression reveals that the characteristic cooling time of the
plasma dynamics scales proportionally to the inverse of the
gas pressure P, as reflected in the initial number density of
neutral atoms, n0 ∼ P . We have introduced a parameter τ1/2

that corresponds to the ramp time required for the FWM signal
to reach half of its plateau intensity (see inset in Fig. 6).
According to Eq. (12), the parameter τ1/2 should be inversely
proportional to P. Figure 6 represents the parameter τ1/2

FIG. 6. (a) Parameter t1/2 as a function of gas pressure in Ar.
The inset shows a typical normalized intensity time dependence for
pressure P = 1.32 atm.
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extracted from measurements for Ar at 250 mW versus the
gas pressure P and the fit with a simple hyperbolic function
τ1/2 = A/P , where A is a fitting parameter. In accordance with
the theoretical model, the experimental measurements indicate
that the τ1/2 parameter does in fact scale hyperbolically with
pressure in the entire interval from ∼0.3 to 1.32 atm. The
time required to cool the plasma is reduced at higher gas
pressures because there is a greater initial concentration of
neutral species, n0, available to ionize and remove the high
kinetic energy portion of the electron distribution. According
to Eq. (7), increasing n0 increases the probability for electron-
neutral collisions, thus allowing for more rapid cooling via
impact ionization. The eventual magnitude of the FWM signal
has also been observed to increase with pressure (data not
shown), apparently due to the greater abundance of electrons
available to participate in the FWM.

IV. CONCLUSIONS

We have presented a theoretical model for the electron
concentration and kinetic energy distribution dynamics for
a microplasma induced by an 80-fs laser pulse. The model
is based on initial tunnel ionization followed by electron
impact ionization cooling. The model reproduces well the
measured degree of ionization in an atmospheric-pressure
laser-induced plasma. The model predicts the intensity of
four-wave mixing as a function of time for a series of
five noble gases, He, Ne, Ar, Kr, and Xe, revealing that
the measured intensity is primarily a function of electron
cooling dynamics. The model also predicts the dynamics as
a function of pump laser intensity and gas pressure. The
findings open the way for effective control of microplasma
dynamics.
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