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We study the dissipative dynamics of a two-level system (TLS) exposed to strong ac driving. By combining
Floquet theory with Van Vleck perturbation theory in the TLS tunneling matrix element, we diagonalize the
time-dependent Hamiltonian and provide corrections to the renormalized Rabi frequency of the TLS, which are
valid for both a biased and unbiased TLS and go beyond the known high-frequency and rotating-wave results.
In order to mimic environmental influences on the TLS, we couple the system weakly to a thermal bath and
solve analytically the corresponding Floquet-Bloch-Redfield master equation. We give a closed expression for
the relaxation and dephasing rates of the TLS and discuss their behavior under variation of the driving amplitude.
Further, we examine the robustness of coherent destruction of tunneling (CDT) and driving-induced tunneling
oscillations (DITO). We show that also for a moderate driving frequency an almost complete suppression of
tunneling can be achieved for short times and demonstrate the sensitiveness of DITO to a change of the external
parameters.
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I. INTRODUCTION

The dissipative two-level system (TLS) has quite a rich and
long history of both experimental and theoretical investigations
[1]. Despite its simplicity, it is a very prominent candidate
for modeling various different situations in physics as well
as in chemistry and provides a testing ground for exploring
dissipation and decoherence effects in genuine quantum-
mechanical systems. The development of maser and laser
technology triggered the examination of those systems under
the influence of strong time-dependent driving fields, which
yields dressed TLS states [2] in turn leading to a variety of
phenomena such as coherent destruction of tunneling (CDT)
[3–5] or driving-induced tunneling oscillations (DITO) [6–9].
For taking into account the influence of the environment, the
driven spin-boson model [8,10] has proven to be a suitable
candidate.

In recent years, the driven TLS has experienced a strong
revival in the field of quantum computation, as lithographic
fabrication techniques allow the construction of artificial
atoms that are coupled to the modes of an oscillating field
by a strength never reached in real atoms. Here the TLS
implements the two logical states of a qubit. We mention just
two prominent solid-state realizations of the qubit, namely, the
Cooper-pair box [11–14] and the Josephson flux qubit [15–17].
Strong coupling between the TLS and a single oscillator
photon was first successfully reported in [18] for a charge
qubit. In this weak driving limit, the oscillator is usually
described in its quantized version and occupied by a small
number of photons [19]. Recently, a lot of theoretical effort
has been put into solving the dynamics of such a system
[20–28]. Also for strong driving, the applied field can still
be described by a quantized oscillator. However, for high
photon numbers, the TLS-oscillator system is conveniently
treated in the dressed state picture [2]. In this strong driving
regime, a series of experiments and theoretical investigations
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have been performed recently on superconducting qubits
examining Rabi oscillations in the multiphoton regime and
the validity of the dressed state picture [9,29–40]. To account
for environmental effects, the latter is usually combined with
the phenomenological Bloch equations [9,29,35,39].

With the applied field being in a coherent state and for
high photon numbers, an equivalent description consists in
replacing the quantized oscillator by an external, classical
driving [2,41]. Together with the coupling to a bath of
harmonic oscillators, it leads to the driven spin-boson model
[8,10], which has been examined by applying various tech-
niques. For example, the (real-time) path-integral formalism
provides a formal, exact generalized master equation for the
dynamics of the reduced density matrix of the TLS, which
can be solved approximately for certain parameter regimes
[6,7,42–48]. Among those treatments, the noninteracting blip
approximation (NIBA) [1,49] is the most prominent one and
is based on an expansion to lowest order in the tunneling
matrix element of the undisturbed TLS. It provides good
approximate results for intermediate to high bath temperatures
and/or strong damping of the system with arbitrary driving
frequencies. However, at low temperature it fails to reproduce
the dynamics of a biased TLS correctly. In [50–54], the
polaron transformation leads to an integro-differential kinetic
equation for the populations of the density matrix, which
is equivalent to the generalized master equation under the
NIBA. An alternative way to gain the dynamics of the driven
spin-boson model for weak system-bath coupling and within
the Markovian limit is to solve the underlying Bloch-Redfield
equations. This is done numerically for weak damping in
[7,55,56], while [7,56] additionally provide an analytical
examination of the dynamics in the high-frequency regime.

In this work, we introduce a new approach to solving
the dynamics of the monochromatically driven spin-boson
model taking into account analytically the fast oscillations
induced by the driving as well as the transient dynamics. In
a first step, we combine Floquet theory [10,41,57] with Van
Vleck perturbation theory [2,58] to derive the dynamics of the
nondissipative system. This approach has recently been used
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also in [59] to evaluate the time-averaged transition probability
of a nondissipative TLS. Going to second order in the tunneling
matrix element, we derive expressions which include the fast
oscillatory behavior of the Floquet states and are beyond the
common rotating-wave results [32,60] or perturbation theory
in the driving strength [41,61]. Further, to analyze dissipative
effects, we consider the regime of weak damping and solve
the corresponding Floquet-Bloch-Redfield master equation
applying a moderate rotating-wave approximation. While in
[62,63] a similar approach is used to study the asymptotic
dynamics of the driven spin-boson model perturbatively in the
driving strength, our approach treats the full time evolution
of the system, to all orders in the driving amplitude, in the
regime of moderate as well as high external frequencies
and for arbitrary static bias. Specifically, we are able to
give closed analytic expressions for both the relaxation and
dephasing rates. Our analysis enables us to shed light on
the famous effects of CDT [3–5] and DITO [6–8]. Many
investigations of those phenomena have been performed in the
high-driving regime. This work treats them analytically also
for moderate driving frequency and amplitude. We examine
both the nondissipative and dissipative cases and compare
them to a numerical solution of the problem.

The structure of the work is a follows. In Sec. II, the model
Hamiltonian for the nondissipative system is introduced. We
derive the corresponding Floquet Hamiltonian in Sec. II A
and analyze its quasienergy spectrum and the dynamics of
the system in Sec. II B using a rotating-wave approximation
(RWA). In Sec. II C, we apply Van Vleck perturbation theory
to second order in the tunneling matrix element and compare
the improved quasienergy spectrum to a numerical analysis.
Further, we give in Sec. II D a detailed discussion of the
parameter regime in which our approach is valid. To tackle
the dissipative dynamics, we introduce the driven spin-boson
Hamiltonian in Sec. III and solve the Floquet-Bloch-Redfield
equation. We compare the analytical expressions for the
relaxation and dephasing rates to the results obtained within
the RWA and close the paragraph with a discussion of CDT
and DITO.

II. THE NONDISSIPATIVE SYSTEM

In a first step, we neglect environmental effects on the driven
TLS and consider the Hamiltonian

HTLS(t) = −h̄

2
[�σx + (ε + A cos ωt)σz] . (1)

Here, σz and σx are the Pauli matrices, and as basis states
we choose the eigenstates of σz, |↑〉 and |↓〉 (localized basis).
The coupling strength � between those two basis states is
time independent, whereas the bias point consists of the dc
component ε and a sinusoidal modulation of the amplitude A

and frequency ω.

A. Floquet Hamiltonian

To resolve the dynamics of the driven system, we
take advantage of its periodicity and apply Floquet theory
[10,41,57], about which we give a short overview in Appendix
A. For the driven TLS it leads to the Floquet Hamiltonian
HTLS(t) = HTLS(t) − ih̄∂t . Considering the case � = 0, we
find the following set of eigenstates of HTLS(t):

∣∣u0
↑or↓,n(t)

〉 = |↑ or ↓〉 exp

[
±i

A

2ω
sin ωt − inωt

]

= |↑ or ↓〉
∑

k

e±ikωtJk

(
A

2ω

)
e−inωt , (2)

with quasienergies h̄ε0
↑or↓,n = ∓ h̄

2ε − h̄nω. Here, Jk(x) is the
kth-order Bessel function. In the composite Hilbert space
H ⊗ T [57], which is introduced in Appendix A, those states
become

∣∣u0
↑or↓,n

〉〉 = |↑ or ↓〉
∑

l

J±(n−l)

(
A

2ω

)
|l), (3)

with the state vectors {|l)} being a basis for T and |αl〉〉 =
|α〉 ⊗ |l). For the case of a finite tunneling matrix element �,
the Floquet Hamiltonian HTLS is nondiagonal in the above
basis (3) and becomes in matrix representation

HTLS = h̄

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

. . .
∣∣u0

↑,n

〉〉 ∣∣u0
↓,n

〉〉 ∣∣u0
↑,n+1

〉〉 ∣∣u0
↓,n+1

〉〉 ∣∣u0
↑,n+2

〉〉 ∣∣u0
↓,n+2

〉〉
∣∣u0

↑,n

〉〉
ε0
↑,n − 1

2�0 0 − 1
2�−1 0 − 1

2�−2∣∣u0
↓,n

〉〉 − 1
2�0 ε0

↓,n − 1
2�1 0 − 1

2�2 0

∣∣u0
↑,n+1

〉〉
0 − 1

2�1 ε0
↑,n+1 − 1

2�0 0 − 1
2�−1∣∣u0

↓,n+1

〉〉 − 1
2�−1 0 − 1

2�0 ε0
↓,n+1 − 1

2�1 0

∣∣u0
↑,n+2

〉〉
0 − 1

2�2 0 − 1
2�1 ε0

↑,n+2 − 1
2�0∣∣u0

↓,n+2

〉〉 − 1
2�−2 0 − 1

2�−1 0 − 1
2�0 ε0

↓,n+2

. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (4)
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We defined

�n−l ≡ �
〈〈
u0

↑,n

∣∣σx

∣∣u0
↓,l

〉〉 = Jn−l

(
A

ω

)
�, (5)

where we used the relation [64]

Jn(u ± v) =
∞∑

k=−∞
Jn∓k(u)Jk(v). (6)

To find the dynamics of the system, we have to diagonalize
the Floquet matrix. In the remaining subsections we discuss
two approximation schemes. A rotating-wave approximation
scheme is discussed in Sec. II B, while in Sec. II C Van Vleck
perturbation theory is presented. We also show that the RWA
results can be obtained with Van Vleck perturbation theory to
lowest order in �.

B. Rotating-wave approximation

Let us look at the spectrum of the unperturbed problem
(� = 0). We notice that whenever the static bias fulfills
the condition ε = mω, the states |u0

↑,n〉〉 and |u0
↓,n+m〉〉 are

degenerate, as then

ε0
↓,n+m − ε0

↑,n = ε − mω = 0. (7)

In this case, we speak of an m-photon resonance. As long
as � is only a small perturbation, ω � �, then HTLS will
exhibit a similar energy spectrum. The main corrections to
the unperturbed Hamiltonian come from matrix elements
connecting the (almost) degenerate levels. Thus, as a first
approximation, we diagonalize an effective Hamiltonian,
which consists of 2 × 2 blocks of the kind(

h̄ε0
↑,n − h̄

2�−m

− h̄
2�−m h̄ε0

↓,n+m

)
, (8)

and describes the energy states being connected by an
m-photon resonance.

This result is also obtained within the RWA scheme as
introduced in [32,60]. In those works, the time-dependent
system Hamiltonian (1) is transformed to a rotating frame,
and only terms fulfilling the resonance condition (7) are
kept, while the fast-rotating components are neglected. This
RWA is different from the conventional Rabi rotating-wave
approximation, which is perturbative in the driving amplitude
A, see, e.g., [2,61], and becomes exact for circularly polarized
radiation. In contrast, the RWA we are using treats the driving
amplitude nonperturbatively.

Concerning the eigenenergies of the Floquet Hamiltonian
for finite �, we notice that the exact crossing of the unperturbed
energies (� = 0) at ε = mω becomes an avoided crossing
(see Fig. 1) and the perturbed eigenstates are a mixture of
the unperturbed ones. Those with higher eigenenergies are
labeled |�RWA

+,n+m〉〉; those with lower energies, |�RWA
−,n 〉〉.1 They

are defined below. In the far off-resonant case, |�RWA
+,n+m〉〉

1The motivation to choose the indices n and n + m of the perturbed
eigenstates in this way is that they agree with the ones of the
unperturbed states for ε > mω. This labeling is arbitrary as long
as one stays consistent throughout the calculation.

ε

mω

ε0
↑,n

ε0
↓,n+m

ε0
↑,n

ε0
↓,n+m

|u0
↓,n+m〉〉|u0

↑,n〉〉

|u0
↑,n〉〉|ΦRWA

−,n 〉〉
|u0

↓,n+m〉〉
εRWA
−,n

|ΦRWA
+,n+m〉〉

εRWA
+,n+m

FIG. 1. (Color online) Quasienergies εRWA
−,n and εRWA

+,n+m (triangles)
and unperturbed quasienergies ε0

↑,n and ε0
↓,n+m (dashed line and

dotted-dashed line) for an m-photon resonance. The unperturbed
quasienergies show an exact crossing at ε = mω according to Eq. (7).
The corresponding eigenstates are |u0

↑,n〉〉 and |u0
↓,n+m〉〉. For finite

� an avoided crossing can be observed. The energy εRWA
−,n and the

corresponding eigenstate |�RWA
−,n 〉〉 are represented by black downward

triangles, whereas εRWA
+,n+m and |�RWA

+,n+m〉〉 are shown by red upward
triangles. For ε > mω we find that |�RWA

−,n 〉〉 approaches |u0
↑,n〉〉, while

|�RWA
+,n+m〉〉 becomes |u0

↓,n+m〉〉 and vice versa for ε < mω. The labeling
of the perturbed eigenstates and eigenenergies is chosen in a way that
εRWA

+,n+m � εRWA
−,n for all ε.

corresponds for ε > mω to the unperturbed state |u0
↓,n+m〉〉,

and |�RWA
−,n 〉〉 to |u0

↑,n〉〉. For ε < mω, the state |�RWA
+,n+m〉〉 corre-

sponds to |u0
↑,n〉〉, and |�RWA

−,n 〉〉 to |u0
↓,n+m〉〉. The eigenenergies

are

h̄εRWA
−,n = h̄

[(−n − 1
2m

)
ω − 1

2�RWA
m

]
, (9)

h̄εRWA
+,n+m = h̄

[(−n − 1
2m

)
ω + 1

2�RWA
m

]
, (10)

with the oscillation frequency

�RWA
m ≡

√
(−ε + mω)2 + �2−m. (11)

The corresponding eigenstates are

∣∣�RWA
−,n

〉〉 = − sin
	RWA

m

2

∣∣u0
↑,n

〉〉
− sgn (�−m) cos

	RWA
m

2

∣∣u0
↓,n+m

〉〉
, (12)∣∣�RWA

+,n+m

〉〉 = cos
	RWA

m

2

∣∣u0
↑,n

〉〉
− sgn (�−m) sin

	RWA
m

2

∣∣u0
↓,n+m

〉〉
, (13)

where

tan 	RWA
m = |�−m|

−ε + mω
for 0 < 	RWA

m � π. (14)

Now we are able to recover the time-dependent dynamics of
the system (see Appendix C). As an example, we give the state
returning probability for a system starting in the localized state
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|↓〉 and returning to this state:

P RWA
↓→↓(t) = cos2

(
�RWA

m

t

2

)
+ cos2 	RWA

m sin2

(
�RWA

m

t

2

)
.

(15)

For the special case of vanishing static bias (ε = 0) and
0-photon resonance,

P RWA
↓→↓(t) = cos2

[
|J0(A/ω)�| t

2

]
, (16)

which agrees with the high-frequency result, ω � �, of earlier
works [8,10,41].

C. Van Vleck perturbation theory

As pointed out already in [32,59], the RWA fails in
explaining higher order effects in � such as a shift in
the oscillation frequency. Furthermore, we will show that
the couplings between the nondegenerate states in (4) are
needed to get physically correct expressions for the relaxation
and dephasing rates. In the following, we will use Van
Vleck perturbation theory to go beyond those shortcomings.
Originally this method was used to treat modifications on
diatomic molecules caused by vibrations and rotations of
the nuclei [58]. Since then the formalism has found many
applications in both chemistry and physics and experienced
various modifications; see, for example, [65–68]. The main
formalism behind these different variants is, however, always
the same: a unitary transformation U is applied in order
to construct an effective Hamiltonian which exhibits, to a
certain order in the perturbation, the same eigenenergies as
the original Hamiltonian but only connects almost degen-
erate levels. In this work we choose for the transformation
the form U = exp(iS), which was originally proposed by
Kemble in [69] and is described in more detail in [2]. In
the case of the Floquet Hamiltonian, the effective Hamiltonian
then becomesHeff = exp(iS)HTLS exp(−iS). We calculate the
transformation matrix S up to second order in �. As shown
in Appendix B, the so-obtained effective Hamiltonian for an
m-photon resonance again consists of 2 × 2 blocks; however,
compared to the one of the previous section, it has corrected
diagonal entries:

⎛
⎝h̄ε0

↑,n − h̄
4

∑
l 
=−m

|�l |2
ε+lω

− h̄
2�−m

− h̄
2�−m h̄ε0

↓,n+m + h̄
4

∑
l 
=−m

|�l |2
ε+lω

⎞
⎠ . (17)

It leads to the new quasienergies

h̄ε−,n = h̄
[(−n − 1

2m
)
ω − 1

2�(2)
m

]
, (18)

h̄ε+,n+m = h̄
[(−n − 1

2m
)
ω + 1

2�(2)
m

]
, (19)

0 4 8
ε/∆

-3

-1,5

0

1,5

3

Q
u
as

ie
n
er

gi
es

/ ∆

∆0 ∆2

∆1 ∆3

∆4

FIG. 2. (Color online) Quasienergies against static bias ε. The
upward triangles result from numerical diagonalization of the Floquet
matrix (4), while the solid lines correspond to the analytical formulas
(18) and (19). Parameters are ω/� = 2, A/� = 3. At an m-photon
resonance, we find avoided crossings with a gap distance of �m.

with the second-order oscillation frequency2

�(2)
m =

√√√√√
⎛
⎝−ε + mω − 1

2

∑
l 
=−m

|�l|2
ε + lω

⎞
⎠

2

+ �2−m. (20)

Compared to the frequency obtained within the RWA, Eq. (11),
this new frequency is shifted due to the second-order elements
in (17), and the condition for an m-photon resonance reads
now

ε = mω − 1

2

∑
l 
=−m

|�l|2
ε + lω

. (21)

In Fig. 2, we compare Eqs. (18) and (19) for the quasiener-
gies against the eigenenergies we find from numerical diago-
nalization of the Floquet matrix (4). Whenever the resonance
condition [Eq. (21)] is fulfilled, we notice avoided crossings
whose gap distance is determined by �m for an m-photon
resonance. The eigenstates |�eff

±,n〉 of the effective Hamiltonian
are the same as in (12) and (13), with the mixing angle 	RWA

m

replaced by

	m = arctan

(
|�−m|

−ε + mω − 1
2

∑
l 
=−m

|�l |2
ε+lω

)
. (22)

To get the eigenstates of HTLS, we calculate |�±,n〉〉 =
exp(−iS)|�eff

±,n〉〉 and, following Appendix C, the survival
probability P↓→↓(t).

In Fig. 3, we visualize the results for the survival probability
close to a 2-photon resonance obtained from the RWA
approach and first- and second-order Van Vleck perturbation
theory. We notice that by applying the RWA the fast oscillations
in the first-order Van Vleck result are averaged out. When we

2We wish to point out that we perform the calculation of the effective
Hamiltonian (17) and the corresponding transformation matrix only
to second order in �; whereas for the frequency [Eq. (20)], the mixing
angle [Eq. (22)], and the calculation of the survival probability, we
retain also higher orders.
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100500
t∆

0

0,5

1

1,5
P

↓→
↓(

t)

RWA
1st order VV
averaged 2nd order VV
2nd order VV

FIG. 3. (Color online) Survival probability P↓→↓(t) close to
a 2-photon resonance. The parameters are ε/� = 4.1, ω/� = 2,
A/� = 3. We compare results obtained from a RWA and the first- and
second-order Van Vleck perturbation theory. Furthermore, we show
the averaged second-order Van Vleck dynamics, which correspond to
Eq. (15) with the Van Vleck frequency [Eq. (20)] and second-order
mixing angle [Eq. (22)].

compare first- and second-order predictions, the shift of the
oscillation frequency is striking. But also the amplitude of
the oscillations changes, which is due to the corrected mixing
angle, Eq. (22). Inserting the second-order mixing angle and
frequency into the RWA formula (15) results in averaging over
the fast oscillations of the second-order Van Vleck graph. To
also cover the fast driving-induced oscillations, it is essential
to use the eigenstates |�±,n〉〉 instead of the effective ones,
which leads to a more complicated formula for P↓→↓(t), see
Appendix C.

D. Validity of the Van Vleck approach

In closing this section, we give an overview of the parameter
regime in which our approach is valid. To apply Van Vleck
perturbation theory at all, a requirement for the Floquet
Hamiltonian is that it has for finite � a similar doublet structure
as in the unperturbed case (� = 0). This means that the
off-diagonal elements in (4) connecting different doublets with
each other must be much smaller than the distance between
those doublets [2]:∣∣〈〈u0

↑,n

∣∣�σx

∣∣u0
↓,l+m+n

〉〉∣∣ � ∣∣ε0
↑,n − ε0

↓,l+m+n

∣∣ (23)

for any l 
= 0. Using Eqs. (5) and (7), this becomes

|�−l−m| � |ε − (l + m)ω|. (24)

Because |�−l−m| � �, this condition can be even fulfilled for
frequencies ω < �. Once Eq. (24) is valid, we still have to
check at which order one can stop the perturbative expansion
in �. We will distinguish now between two situations: the case
of being close to or at an m-photon resonance and the regime
far from resonance.

1. Dynamics close to or at resonance

Using ε ∼ mω, Eq. (24) becomes simply

ω � |�−l−m|
|l| . (25)

Notice that the right-hand side of (25) still depends on
A/ω. Thus, while being surely fulfilled in the RWA case,
ω � �, condition (25) is in general less restrictive. To
show this, we examine the following two limiting cases.
First, the limit A/ω � 1 is considered. For arguments with
0 < x � √

n + 1, the nth-order Bessel function becomes
approximately [70]

|Jn(x)| ≈ x|n|

2|n||n|! . (26)

Thus, for A/ω � 1, we find that

|�n| ≈ (A/ω)|n|

2|n||n|! �, (27)

and (25) becomes

ω � �
(A/ω)|−l−m|

|l| . (28)

Because A/ω � 1, Eq. (28) is fulfilled for any l 
= 0 if it is
satisfied for l = −m; i.e., if

ω � �

|m| . (29)

In the case of a 1-photon resonance, this leaves us with the
RWA condition, ω � �, as then nearest neighbor doublets
are connected by a �0 element in the Floquet matrix which
approaches � for small A/ω. All other perturbative off-
diagonal entries in (4) are vanishingly small. In the case of
an m-photon resonance with m 
= ±1, the dressed element �0

connects more distant doublets, so that the Van Vleck condition
(25) can be realized according to (29) for frequencies smaller
than the ones demanded by the RWA.

In the opposite limit of A/ω � 1, an upper bound for the
dressed Bessel function is [70]

|�n| � �
√

ω/A. (30)

Using this, we find that (25) is verified if

ω � �2

A
. (31)

Since A � ω, it follows that �2 � Aω < A2 and thus A �
�. Hence, Eq. (31) represents an improvement to the RWA
condition.

Further, being close to an m-photon resonance, one single
frequency will dominate the system’s behavior, and thus
neglecting the remaining fast-oscillating terms will already
give a good picture of the coarse-grained dynamics. This
dominating frequency is represented by �RWA

m and �(2)
m in the

case of the RWA and the second-order Van Vleck perturbation
theory, respectively. To obtain those frequencies, it is enough to
diagonalize the corresponding effective Hamiltonian, without
yet considering any modification of the eigenstates of the
effective Hamiltonian. As shown in the previous subsection,
�RWA

m corresponds to the main frequency of the system
obtained by applying Van Vleck perturbation theory to first
order in �. Naturally the question arises as to how good
these approximations are, or which orders in � are necessary
depending on the parameter regime.

In a first step, we examine the improvement obtained by
using second-order Van Vleck perturbation theory compared
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FIG. 4. (Color online) Comparison of the main oscillation fre-
quency �RWA

m obtained by the RWA and second-order Van Vleck
frequency �(2)

m for a fixed static bias, ε = 4.0�. The relative mistake
performing the RWA is shown against the driving frequency ω/� and
driving amplitude A/�. The darkest areas show regions in parameter
space of small or no deviations between the two approaches, whereas
the lightest areas show a deviation of 15% or more.

to the RWA; that is, we consider

εRWA =
∣∣�RWA

m − �(2)
m

∣∣
�

(2)
m

, (32)

and plot it in Fig. 4 against the driving frequency ω and
amplitude A at a fixed value of the static bias ε. The deviations
are visualized through different shades of color. The lightest
areas stand for a relative mistake of 15% or more. We can tell
from Fig. 4 that the RWA fails for low driving frequencies
and/or weak driving amplitudes. The darkest areas determine
regions in the parameter space where almost no difference
between the RWA and second-order Van Vleck approach can
be found. Of course this is no indication that the results are
reliable in those areas, but rather that second-order perturbation
theory yields no improvement to the RWA.

To check the accuracy of the second-order Van Vleck
frequency �(2)

m , we calculate the deviation

ε(2) =
∣∣�(2)

m − �(3)
m

∣∣
�

(3)
m

(33)

from the frequency �(3)
m obtained applying Van Vleck pertur-

bation theory to third order [59]. Results for ε(2) are shown in
Fig. 5. Again we only consider mistakes up to 15%. We find
strong deviations in the region of low driving frequency and
intermediate driving amplitudes. In the remaining parameter
space, the agreement between second- and third-order Van
Vleck perturbation theory is quite good apart from small
islands. Those islands are located at values of ω and A

where the second-order condition for coherent destruction of
tunneling (CDT) is fulfilled, see discussion in Sec. III C. For
example, for ε/� = 4.0 and ω/� = 2.0, they occur at the
zeros of the Bessel function J2(A/ω). Since at those points the
second-order frequency �(2)

m vanishes, even small third-order
contributions yield a significant correction. This behavior
visualizes nicely the findings of Barata et al. [71] and Frasca

FIG. 5. (Color online) Comparison of the main oscillation fre-
quency �m obtained by second-order and third-order Van Vleck
perturbation theory for a fixed static bias, ε = 4.0�. The relative
mistake performing second-order perturbation theory is shown
against the driving frequency ω/� and driving amplitude A/�. Color
scale is the same as in Fig. 4.

[72], who proved analytically that �m does not completely
vanish at the zeros of the Bessel function if third-order
contributions in � are taken into account. On the contrary,
both the RWA and second-order Van Vleck perturbation theory
predict a vanishing frequency at those points and therefore
agree perfectly with each other in Fig. 4. We want to emphasize
again that, as can be seen from Fig. 5, our approach also yields
good results for low driving frequencies, ω < �, and small
driving amplitudes, A ∼ �.

In Figs. 6 and 7, we show the survival probability P↓→↓(t)
and its Fourier transform

F (ν) :=
∫ ∞

−∞
dtP↓→↓(t)eiνt (34)

at resonance ε = ω, but for a driving amplitude with
|J1(A/ω)| 
= 0. One clearly sees that one frequency, namely,
�1, is dominating, and already the RWA conveys a good
impression of the dynamics.

20100
t∆

0

0,5

1

P
↓ 

→
 ↓

(t
)

Numerical
RWA
VV

FIG. 6. (Color online) Survival probability P↓→↓(t) for ε/� = 4,
ω/� = 4, and A/� = 4.1. Exact numerical results are compared
with RWA and second-order Van Vleck results.
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0 2 4 6 8
ν/∆

0

5

10

|F
(ν

)|
Numerical
RWA
VV

RWA

FIG. 7. (Color online) Absolute value of the Fourier transform
F (ν) of P↓→↓(t) in Fig. 6. The oscillation frequency corresponding
to �1 = 0.45� is dominating and is also predicted by the RWA
approach. Notice, that there is exact agreement between the second-
order Van Vleck and the numerical results.

2. Dynamics away from resonance

The situation changes when we are away from a resonance.
Already intuitively it becomes clear that the dynamics will
not be governed anymore by a single frequency. Therefore,
by looking only at the coarse-grained dynamics of the system
and averaging out the driving-induced oscillations, significant
information is lost. This case is presented in Figs. 8 and 9,
where we are in the region between the 1- and 2-photon
resonances. In contrast to Figs. 6 and 7, we find that several
frequencies are dominating and determine the dynamics of
the system. The second-order Van Vleck approach reflects
this behavior almost perfectly because the driving-induced
oscillations are accounted for. However, the RWA shows only
one single oscillation because the others are averaged out.
It depends on the choice of m in the formula for the RWA,
Eq. (11), which of the frequencies is taken. This explains
also the cuts in Fig. 4; see, for example, the horizontal line
just below ω/� ≈ 3. At these values of the frequency, we
change m in our analytical calculation. In Fig. 5, those cuts
are barely visible. Being away from the resonance point,
the modifications of the external driving on the system’s
eigenstates must not be neglected.

20100
t∆

0,8

1

P
↓→

↓(
t)

Numerical
RWA
VV

FIG. 8. (Color online) Survival probability P↓→↓ for ε/� = 4,
ω/� = 2.7, and A/� = 4.1. Exact numerical results are compared
with RWA and second-order Van Vleck predictions.

4 620
ν/∆

0

1

2

|F
(ν

)|

Numerical
RWA
VV

RWA

8

FIG. 9. (Color online) Absolute value of the Fourier transform
of P↓→↓(t) in Fig. 8. The numerical and the second-order Van Vleck
graphs clearly show several dominating oscillation frequencies, while
the RWA only shows one of them. Note also the different scale of the
y axis compared to Fig. 7.

Off resonance, the requirement (24) for Van Vleck pertur-
bation theory is surely fulfilled for a large enough static bias,

|�−l−m| � ε. (35)

III. THE DISSIPATIVE SYSTEM

To include dissipative effects on our system, we consider
the time-dependent spin-boson Hamiltonian [1,8,10]

H (t) = HTLS(t) + HB + Hint, (36)

where the environmental degrees of freedom are modeled by an
infinite set of harmonic oscillators, HB = ∑

k h̄νkb
†
kbk , which

are bilinearly coupled to the TLS by the coupling Hamiltonian

Hint = x
∑

k

h̄λk(b†k + bk) + x2
∑

k

h̄
λ2

k

νk

. (37)

Here x = σz/2 is the position matrix of the TLS and λk the
coupling strength to the kth mode of the bath. The spectral
density of the bath can be expressed as G(ν) = ∑

k λ2
k(ν − νk).

We assume further that at time t = 0 the bath is in thermal
equilibrium and uncorrelated to the system, so that the full
density matrix W (t) associated with H (t) has at initial time
the form W (0) = ρ(0) ⊗ ρB(0), where ρ(t) is the density
matrix of the TLS and ρB(0) = exp(−βHB)/trB exp(−βHB)
is the density matrix of the bath at temperature T = (kBβ)−1.
Following [73–75] and performing a Born and Markov
approximation, we arrive at the Floquet-Bloch-Redfield master
equation

ρ̇αβ(t) = −i(εα − εβ)ραβ(t) + π
∑
α′,β ′

Lαβ,α′β ′ (t)ρα′β ′(t),

(38)

where the density matrix is expressed in the basis of the energy
eigenstates of the TLS:

ραβ(t) = 〈�α(t)|ρ(t)|�β(t)〉, α, β = ±. (39)

Notice that εα ≡ εα,0 and |�α(t)〉 ≡ |�α,0(t)〉. Corrections
to the oscillation frequencies due to the Lamb shift are not
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accounted for. The first part of (38) describes the nondissipa-
tive dynamics as treated in Sec. II. The influence of the bath is
fully characterized by the time-dependent rate coefficients

Lαβ,α′β ′ (t) =
∑
n,n′

ei(n+n′)ωt

{
(Nαα′,n + Nββ ′,−n′ )Xαα′,nXβ ′β,n′

− δββ ′
∑
β ′′

Xαβ ′′,n′Nβ ′′α′,nXβ ′′α′,n

− δαα′
∑
α′′

Nα′′β ′,−nXβ ′α′′,nXα′′β,n′

}
, (40)

with Nαβ,n = N (εα − εβ + nω), N (ν) = G(ν)nth(ν), and
nth(ν) = 1

2 [coth(h̄βν/2) − 1]. As also the matrix elements of
the position operator x = σz/2 are periodic in time, we express
them in a Fourier series, 〈�α(t)|x|�β(t)〉 = ∑

n einωtXαβ,n.

A. Position matrix elements

The Fourier coefficients appearing in the rate equations (40)
can be calculated by

Xαβ,l = 1

T

∫ T

0
dte−ilωt 〈�α(t)|x|�β(t)〉

= 〈〈�α,0|x|�β,l〉〉, (41)

where we used the periodicity of the eigenfunctions of the
TLS and the definition of the internal product in the composite
Hilbert space, Eq. (A5). From this we find that Xαβ,−n = X∗

βα,n

and that we can use the Floquet eigenstates (B12) and (B13)
to calculate the Fourier coefficients to second order in �. We
get

X
(2)
−+,n = X

(1)
−+,n(	m) + sin 	m

8

×
∑

k 
=n,m

�n−k−m�−k

[ε + (n − k − m)ω][−ε + kω]
, (42)

X
(2)
−−,n = X

(1)
−−,n(	m) − cos 	m

8

×
∑

k 
=n+m,m

�n−k�−k

[ε + (n − k)ω][−ε + kω]
, (43)

with

X
(1)
−+,n(ξ ) = sin ξ

2
δn,m − sgn (�−m)

2

[
sin2 ξ

2

�−n

− ε + nω

+ cos2 ξ

2

�n−2m

ε + (n − 2m)ω

]
(1 − δn,m), (44)

X
(1)
−−,n(ξ ) = −cos ξ

2
δn,0 + sgn(�−m)

4
sin ξ

[
�−m−n

−ε + (m + n)ω

− �n−m

ε + (n − m)ω

]
(1 − δn,0), (45)

where for ξ either the mixing angle 	RWA
m or 	m is

used. Further, we find that X
(2)
++,n = −X

(2)
−−,n. Within the

RWA, we would get XRWA
−+,n = 1

2 sin 	RWA
m δn,m and XRWA

−−,n =
− 1

2 cos 	RWA
m δn,0. From this we notice that, in the case of

a simple RWA, XRWA
−+,n would be nonzero for n = m and
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A/∆

0

0,2

0,4

|X
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0|

(b)

(c) (d)

(a)

FIG. 10. (Color online) Fourier coefficient |X−−,n| for various
values of n against driving amplitude A. We examine the case ε = 2ω.
The parameters are ε/� = 4.0 and ω/� = 2.0. The black triangles
show data points from numerical diagonalization of the Floquet
matrix; the red (dark gray) dashed curve is obtained from first-order
perturbation in � [Eq. (45)], whereas the green (light gray) solid
curve is obtained by going to second order in � [Eq. (43)].

XRWA
−−,n for n = 0 only. An improvement to that can already be

achieved by using Van Vleck perturbation theory to first order
in �, yielding X

(1)
αβ,n(	RWA

m ). It contains next to the RWA results
additionally first-order corrections for any index n in Xαβ,n.

Figures 10 and 11 show the absolute value of the coefficients
X−−,n and X−+,n, respectively. We find a good agreement
between the results obtained by a numerical diagonalization
of the Floquet matrix (4) and second-order Van Vleck
perturbation theory, Eqs. (42) and (43). Concerning Figs. 10(b)
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FIG. 11. (Color online) Fourier coefficient |X−+,n| for various
values of n against driving amplitude A. The parameters are the same
as in Fig. 10.
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and 10(d), we see a qualitative improvement by going from
first to second order in �. While in Fig. 10(b) the first-order
result approaches a nonvanishing coefficient X−−,2 for A → 0,
Eq. (43) corresponds to the numerical calculation very well
even in the region of low driving amplitude and meets our
expectation that all Fourier coefficients except for Xαβ,0 vanish
at zero driving. The problem of the first-order results at low
driving strength is caused by the definition of the first-order
mixing angle 	RWA

m , Eq. (14), which is π/2 for ε = mω. When
n 
= ±m in X

(1)
−−,n(	RWA

m ), the coefficient approaches zero for
A → 0 because of the term[

�−m−n

−ε + (m + n)ω
− �n−m

ε + (n − m)ω

]
(46)

in Eq. (45). However, for n = ±m a zeroth-order Bessel
function occurs in that part which does not vanish for A → 0. A
second-order improvement of the mixing angle as done in Eq.
(22) solves this problem. In Fig. 10(d) the first-order solution
predicts a coefficient X

(1)
−−,0(	RWA

m ) which is constantly zero.
Also, in Fig. 11 a noticeable improvement between

first- and second-order perturbation theory can be seen. In
Fig. 11(c) the first-order solution shows a constant coeffi-
cient X

(1)
−+,2(	RWA

m ) = 0.5. We see from the numerics and
second-order results that indeed the constant value is reached
asymptotically for high driving amplitudes; however, for
small driving amplitudes, we find a vanishing coefficient. In
Fig. 11(h), we can observe a behavior like that in Fig. 10(b),
namely, that X

(1)
−+,4(	RWA

m ) does not approach zero for A → 0.
The explanation is similar to the above case.

B. Moderate rotating-wave approximation

Having calculated the position matrix elements, our rate
coefficients Lαβ,α′β ′ (t) are fully determined. What remains to
do is to solve the Floquet-Bloch-Redfield master equation
(38) for the density matrix ρ. For an analytical calculation,
there is, however, still a difficulty: the time dependence of
the coefficients. To get rid of this, we perform a moderate
rotating-wave approximation (MRWA) [75]; i.e., we neglect
fast-oscillatory terms in (40), which amounts to selecting only
the terms with n′ = −n, and obtain

LMRWA
αβ,α′β ′

=
∑

n

{
(Nαα′,n + Nββ ′,n)Xαα′,nXβ ′β,−n − δββ ′

∑
β ′′

Xαβ ′′,−n

×Nβ ′′α′,nXβ ′′α′,n − δαα′
∑
α′′

Nα′′β ′,−nXβ ′α′′,nXα′′β,−n

}
.

(47)

We observe that LMRWA
αα,−+ = LMRWA

αα,+−, LMRWA
−+,αα = LMRWA

+−,αα ,
LMRWA

αβ,αβ = LMRWA
βα,βα , andLMRWA

αβ,βα = LMRWA
βα,αβ . Moreover, ρ−−(t) +

ρ++(t) = 1 and ρ+−(t) = ρ∗
−+(t). This yields simple expres-

sions for the reduced density matrix elements to first order in
the coupling κ to the bath:

ρ−−(t) = π
LMRWA

−−,++
γrel

+ crel
i

π

(
mω + �(2)

m

)
e−γrelt

+ 2LMRWA
−−,−+Re

{
cdephe

−i(mω+�
(2)
m )t

}
e−γdepht , (48)

ρ−+(t) = crel(LMRWA
−+,++ − LMRWA

−+,−−)e−γrelt

+ 1

2
LMRWA

−+,+−cdephe
−i(mω+�

(2)
m )t e−γdepht

+ c∗
deph

i

π

(
mω + �(2)

m

)
ei(mω+�

(2)
m )t e−γdepht . (49)

The constants crel and cdeph are fully determined by the initial
conditions, Eq. (C9). The expressions for the relaxation and
dephasing rates are

γrel = π (LMRWA
−−,++ − LMRWA

−−,−−), γdeph = −πLMRWA
−+,−+.

(50)

With (47) we can express them in terms of the position
matrix elements, yielding

γrel = 4π
∑

n

[
N−+,n + 1

2
κ(ε− − ε+ + nω)

]
X2

−+,n, (51)

γdeph = 1

2
γrel + 4π

∑
n

N−−,nX
2
−−,n. (52)

With (42) and (43) we arrive finally at one major result:

γrel = γ 0
rel +

∑
n
=0

γ n
rel, γdeph = γ 0

deph +
∑
n
=0

γ n
deph, (53)

with the contributions

γ 0
rel = πG

(
�(2)

m

2

)
coth

(
h̄β

2
�(2)

m

)
sin2 	m

×
⎡
⎣1 − 1

2

∑
k 
=m

�2
−k

(ε − kω)2

⎤
⎦ ,

(54)

γ n
rel = πG

[
1

2

(
�(2)

m − nω
)]

coth

[
h̄β

2

(
�(2)

m − nω
)]

×
[
− sin2 	m

2

�−(n+m)

ε − (n + m)ω

+ cos2 	m

2

�n−m

ε + (n − m)ω

]2

, (55)

and

γ 0
deph = 1

2
γrel + πN (0) cos2 	m

[
1 − 1

2

∑
k 
=m

�2
−k

(ε − kω)2

]
,

(56)

γ n
deph = π

8
G(nω)

[
coth

(
h̄β

2
nω

)
− 1

]
sin2 	m

×
[

�−m−n

−ε + (m + n)ω
− �n−m

−ε + (n − m)ω

]2

. (57)

For zero temperature, an instructive interpretation of those
rates in terms of a dressed energy level diagram is given in [39].

Within the RWA, on the contrary, the corresponding rates
read

γ RWA
rel = πG

(
�RWA

m

2

)
coth

βh̄

2
�RWA

m sin2 	RWA
m , (58)

and

γ RWA
deph = 1

2γ RWA
rel + πN (0) cos2 	RWA

m . (59)
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FIG. 12. (Color online) Relaxation (a) and dephasing rate
(b) against driving amplitude A for ω/� = 2.0, ε/� = 4.1, h̄β� =
10, and κ = 0.01. Results obtained within the second-order Van Vleck
perturbation theory are compared with RWA calculations. Notice that
the RWA predicts an unphysical vanishing of the relaxation rates at
the zeros of �−2.

The RWA rates correspond to those of an undriven TLS [1]
using the dressed energy levels and the RWA mixing angle
	RWA

m .
In Fig. 12, we compare the rates obtained through Van Vleck

perturbation theory with the RWA ones for an Ohmic spectral
density, GOhm(ν) = κν, where κ is the dimensionless coupling
constant between TLS and bath. For both the relaxation
rate, Fig. 12(a), and the dephasing rate, Fig. 12(b), the
RWA approach underestimates the rates. The failing of the
RWA becomes especially evident in Fig. 12(a), where a zero
relaxation rate is predicted for driving amplitudes A under
which �−m vanishes. This implies in particular no relaxation
at zero driving and m 
= 0. Again we see that the higher order
matrix elements in the Floquet matrix (4) are necessary in
order to correctly describe the dynamics. We find that for
certain values of the driving amplitude, namely, whenever
�−m = 0, γ 0

rel vanishes and thus γrel becomes minimal, a
behavior which could be already predicted by inspecting
formula (42) for X−+,n. This could be exploited experimentally
to minimize relaxation. On the other hand, for higher driving
amplitudes, γdeph exhibits peaks at �−m = 0 because of the
cosine in γ 0

deph. For a high driving amplitude, our rates approach
asymptotically the ones predicted by an RWA approach. In
the opposite regime of small driving amplitudes, however,
deviations between the RWA and Van Vleck rates occur,
as matrix elements connecting the different doublets in the
Floquet matrix play a more important role. Common to both
approaches is that the external driving yields a reduction of the
rates with increasing strength, a behavior which was already
numerically predicted, e.g., in [44].

The failure of the RWA also becomes evident in Fig. 13,
where we show the dissipative dynamics obtained for an
Ohmic environment. Comparing the results for P↓→↓(t) which
we obtain from second-order Van Vleck perturbation theory—
formulas (48) and (49) combined with (C2)—with the RWA
result, we find striking differences. Considering the long-time
dynamics (the inset in Fig. 13), we see that the RWA predicts
quite a different asymptotic value for P↓→↓(t). We notice
further that the RWA exhibits a single oscillation frequency,
which decays completely to a constant value, while within
the Van Vleck solution P↓→↓(t) oscillates for t → ∞ around

0 100 200 300 400 500
t∆

0

0,5

1

P
↓→

↓(
t)

Van Vleck
RWA

500 1000
0

0,5

FIG. 13. (Color online) Survival probability P↓→↓(t) close to
a 2-photon resonance. The parameters are ε/� = 4.1, ω/� = 2.0,
A/� = 3.0, κ = 0.01, and h̄β� = 10. Analytical results obtained by
second-order Van Vleck perturbation theory are compared with RWA
results. The inset shows the long-time dynamics and visualizes the
deviation of the RWA from the Van Vleck dynamics in the asymptotic
limit.

the equilibrium value. This latter behavior corresponds to the
continuous driving of the system through the external field. It
is completely missed by the RWA approach.

For a further analysis of the dynamics, it is helpful to
consider the Fourier transform of P↓→↓(t), see Fig. 14. Both
the RWA and Van Vleck dynamics exhibit a relaxation peak at
ν = 0 and the dressed frequency of the system at ν = �RWA

m

and ν = �(2)
m , respectively. Those latter peaks have a finite

width due to the dephasing. Within the RWA, �RWA
m is the only

frequency; while for second-order Van Vleck dynamics, we
find additional frequencies. They result from the higher har-
monics of the driving and are located at integer multiples of the
driving frequency, ν = nω, and at ν = nω ± �(2)

m . The peaks

0 2 4 6 8
ν/∆
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1
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4

|F
(ν

)|

RWA
VV

FIG. 14. (Color online) Absolute value of the Fourier transform
F (ν) of the survival probability for the RWA and second-order Van
Vleck perturbation theory. The parameters are the same as in Fig. 13.
Next to the relaxation peak at ν = 0 the RWA dynamics are governed
by a single frequency ν = �RWA

m . The second-order dynamics also
exhibit the relaxation peak and a main frequency, which, however,
is shifted to ν = �(2)

m . Additionally, the higher harmonics of the
driving can be seen in the second-order dynamics. For visualization
of the δ peaks, appearing at ν = nω, a finite width and height have
been artificially introduced. Furthermore, broadened peaks appear at
ν = nω ± �(2)

m .
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FIG. 15. (Color online) Coherent destruction of tunneling for the nondissipative case (κ = 0). The survival probability P↓→↓(t) is shown at
a 3-photon resonance. The parameters are ε/� = 6.0, ω/� = 2.0, and A/� = 12.7603. The Van Vleck solution is compared with the RWA
and a numerical diagonalization of the Floquet Hamiltonian. Within the RWA, a complete destruction of tunneling can be observed, whereas
the analytic Van Vleck solution exhibits driving-induced oscillations. The numerical solution predicts, on the contrary, complete population
inversion with low but nonvanishing frequency �m. Figure (b) is a blowup from figure (a) for a shorter time scale. There, the numerical and
Van Vleck solutions agree well, and one can nicely see the small oscillations resulting from a 3-photon absorption or emission.

at ν = nω are δ shaped as they suffer no dephasing, whereas
the peaks at ν = nω ± �(2)

m show the broadening of the main
frequency. Already in the nondissipative dynamics, Eq. (C17),
we found the appearance of those multiple frequencies. They
result from the beyond-RWA contributions in (C12) and (C13)
and reflect the external driving. Dephasing only influences the
dressed frequency �(2)

m in ρ−−(t) and ρ−+(t), see (48) and
(49) and thus for the equilibrium state, the laser frequency at
ν = nω is dominating. This asymptotic behavior agrees well
with the findings in [43,47,48].

C. Coherent destruction of tunneling

It has been found in [3,4] for a driven double-well potential
and for a driven TLS in [5] that under certain conditions, co-
herent destruction of tunneling (CDT) occurs. For a symmetric
TLS (ε = 0) and for high enough driving frequencies (ω � �)
this phenomenon was predicted to happen approximately at
the zeros of J0(A/ω), as can also be seen from Eq. (16).
For a nonzero static bias and high frequencies, the necessary
conditions for CDT are ε = mω and Jm(A/ω) = 0 [76,77].

In this section, we compare the predictions of the RWA and
Van Vleck perturbation theory against exact numerical results.
For the case of an exact m-photon resonance (ε = mω) and
nonvanishing �−m, the RWA mixing angle is 	RWA

m = π/2,
and we get from Eq. (15),

P RWA
↓→↓(t) = cos2

(
|J−m(A/ω)�| t

2

)
. (60)

Also from this formula, we see that CDT occurs at the zeros of
J−m(A/ω). Notice, however, that for J−m(A/ω) = 0, Eq. (15)
predicts P RWA

↓→↓(t) ≡ 1 even for systems which are not at an m-
photon resonance; i.e., within the RWA, the condition ε = mω

is not necessary for CDT. Interestingly, also second-order Van
Vleck perturbation theory predicts �(2)

m = 0 for ε = mω and
J−m(A/ω) = 0, see Eq. (20). However, as shown in [71,72]
and discussed in Sec. II D, this condition holds only to second
order in �; third-order corrections will cause �(3)

m to be small

but finite for ε = mω and Jm(A/ω) = 0. Thus, instead of being
localized, the dynamics will oscillate with a large period.

To visualize this behavior, we examine in the following
without loss of generality the case of a 3-photon resonance.
We choose ω/� = 2.0 and ε/� = 6.0. Then the first zero of
J−3(A/ω) occurs at A/� ≈ 12.7603. Using those parameters
in Eq. (20), the Van Vleck oscillation frequency �

(2)
3 is

zero. Figure 15 shows a comparison between the RWA and
Van Vleck dynamics to second-order and an exact numerical
treatment of the Floquet Hamiltonian for the above parameters.
For the RWA, we see a complete destruction of tunneling
because the driving-induced oscillations are not accounted
for. Also, within the Van Vleck description, the coherent
oscillations are strongly suppressed; however, we notice fast
oscillations because of the external driving. This becomes
especially clear in Fig. 15(b). At t = (2n + 1)π/ω with n =
0, 1, 2, 3, . . ., we find sharp dips. The plateaus in between show
weak oscillations whose number changes with m. The situation
changes strongly for the numerical graph: instead of a localiza-
tion, a complete inversion of the population occurs; CDT seems
to have vanished completely, as �m is not vanishing. Consid-
ering, however, the time scale in Fig. 15(a), we notice that the
period of 2π/�m is rather large. For short times, see Fig. 15(b),
also the numerical dynamics appear to be localized. Note that
this observation also holds for the high-frequency case exam-
ined in [5]: considering the dynamics at long times, the local-
ization will also be destroyed there due to higher order effects.

In Fig. 16, CDT under the influence of dissipation is
examined. As in Fig. 15, we investigate a 3-photon resonance
with vanishing frequencies �RWA

3 and �
(2)
3 . We compare

the dynamics obtained by a numerical solution of the
Floquet-Bloch-Redfield master equation (38) using the exact
eigenstates of the Floquet Hamiltonian, the analytical Van
Vleck–MRWA approach, Eqs. (48) and (49), and the RWA.
While the Van Vleck and RWA solutions relax incoherently
to a stationary state, the numerical solution exhibits two full
oscillations with �m. As in the nondissipative case, the exact
oscillation frequency �m is nonzero. For stronger damping,
those slow oscillations disappear. Both the numerical and
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FIG. 16. (Color online) Coherent destruction of tunneling for the dissipative case (κ = 0.01, h̄β� = 10). The remaining parameters are
the same as in Fig. 15. A comparison between the numerical solution of the Floquet Hamiltonian and the full master equation (38), the Van
Vleck combined with the MRWA approach, and RWA results is provided. The RWA approach predicts a slower relaxation than the numerical
one and the Van Vleck solution. Deviations between the numerical and Van Vleck solutions can be seen especially in the long time limit. As
in Fig. 15, the numerical result predicts oscillations with a nonvanishing frequency �m. For short times, see figure (b), the numerical and Van
Vleck results agree well.

Van Vleck oscillations show fast driving-induced oscillations
which survive also in the stationary state. While for short time
scale, Fig. 16(b), both approaches agree quite well, one finds
that in the long time limit the amplitude of the fast oscillations
predicted by the analytical solution is smaller than the exact
numerical one. Compared to the RWA solution, where the
equilibrium value is reached after longer time and the fast
oscillations are averaged out, Van Vleck perturbation theory is
clearly an improvement.

D. Driving-induced tunneling oscillations

An effect contrary to the CDT are driving-induced tunneling
oscillations (DITO). It has been predicted in [6–8] and
experimentally shown in [9] that for a high static energy
bias, ε � �, and for high driving frequency, ω � �, coherent
oscillations with frequency �|J−m(A/ω)| and large amplitude

are induced if ε ≈ mω. The DITO are often also named Rabi
oscillations even though in the original problem of Rabi [78]
a circularly polarized driving field couples to the TLS. As
a consequence, the obtained frequency of the oscillations is
linear in A.

In this section, we are going to investigate the effect in
the regime of moderate energy bias and driving frequency.
First, we examine again the nondissipative case (κ = 0),
see Fig. 17. As parameters, we choose a moderate driving
amplitude and frequency: A/� = 3.0 and ω/� = 2.0. For an
exact 3-photon resonance, condition (21) must be fulfilled and
thus ε/� ≈ 5.9011. Notice that the RWA resonance condition
(7), ε = 6ω, is only valid in the case of high frequencies
ω � �. With condition (21) used, the Van Vleck approach
results in the oscillation frequency �

(2)
3 = �|J−3(A/ω)| and

for times t = (2n + 1)π/�
(2)
3 with n = 0, 1, 2, 3, . . . , one
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VV ω=1.9∆
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FIG. 17. (Color online) Driving-induced tunneling oscillations for the nondissipative case (κ = 0). The survival probability P↓→↓(t) is
shown for A/� = 3.0, ω/� = 2.0, and ε/� = 5.9011 (exact 3-photon resonance). Three approaches are compared: a complete numerical
solution of the Floquet Hamiltonian, the second-order Van Vleck approach, and the RWA approach. For the first two approaches, complete
population inversion is predicted, and for the Van Vleck dynamics we find the main oscillation frequency �

(2)
3 = �|J−3(A/ω)|. Besides, the

numerical and Van Vleck approaches exhibit small driving-induced oscillations, see especially figure (b). The RWA predicts a strongly shifted
oscillation frequency. Moreover, population inversion is incomplete. For further comparison, the RWA and the Van Vleck approaches are shown
for a slightly shifted external frequency, ω/� = 1.9. The dynamics in this case are almost completely localized.
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FIG. 18. (Color online) Driving-induced tunneling oscillations for the dissipative case (κ = 0.01 and h̄β� = 10). Remaining parameters
are the same as in Fig. 17. The numerical solution of the master equation (38), the analytical Van Vleck–MRWA solution, and the RWA solution
for ω/� = 2.0 are compared. Good agreement between the numerical and Van Vleck solutions can be observed on both long (a) and short
(b) time scales. Within the RWA, not only are the main frequency and amplitude changed and the driving-induced oscillations missed, but also
the equilibrium value lies far above the Van Vleck prediction. The RWA and the Van Vleck–MRWA solution for ω/� = 1.9 show an almost
incoherent decay, and their long time limits differ strongly from the corresponding ones for ω/� = 2.0.

finds complete population inversion, see the Van Vleck graph
in Fig. 17(a). Furthermore, in Fig. 17(b), one can nicely see
the modifications resulting from the external driving: three
small oscillations corresponding to a 3-photon resonance.
The exact numerical solution shows a slightly shifted main
oscillation frequency �3. The RWA approach exhibits the
oscillation frequency �RWA

3 , which is strongly out of phase
compared to the numerical and Van Vleck ones, and also has a
smaller amplitude, so that a complete population inversion is
not reached. When changing the driving frequency to slightly
out of resonance, the driving-induced tunneling oscillations
are strongly suppressed, and the system is almost completely
localized in the initial state. This behavior originates—
contrary to the CDT—not in a zero oscillation frequency �

(2)
3

but rather in a vanishing amplitude of the �
(2)
3 oscillation. Also

the RWA at ω = 1.9� is suppressed.
In Fig. 18, we consider the influence of the environment.

At exact resonance, we observe within the numerical solution
and the Van Vleck–MRWA approach coherent oscillations
decaying to a stationary equilibrium value. Before reaching
the equilibrium value, the dynamics are dominated by the
frequency �3, while in the long time limit the coherent
oscillations die out; faster ones with the driving frequency ω

and its higher harmonics around a static equilibrium value are
found. The agreement between the numerical and analytical
calculations is quite good. Also, in the RWA approach,
the coherent oscillation of frequency �RWA

3 dies out to a
stationary state. However, apart from the frequency shift
already observed in the nondissipative case and the smaller
amplitude, the equilibrium value also differs strongly from
the one obtained within the Van Vleck solution. Furthermore,
since fast oscillations are completely neglected, the stationary
state is constant. Considering the Van Vleck solution for a
slightly shifted driving frequency, ω/� = 1.9, we notice an
almost incoherent decay to an equilibrium value which is
much lower than the one of the dynamics with ω/� = 2.0.
Thus, dissipation leads here to an almost complete inversion
of the population.

We observe that our analytical methods are also able to
recover the findings for the population difference in Chapter
3.2 of [8] in the high-frequency limit (ω � �) and even can
reproduce the small modulations which are found there by a
numerical treatment of the dynamics. Furthermore, we are able
to go beyond the assumption of a high driving frequency.

IV. CONCLUSIONS

In conclusion, we discussed the dynamics of the spin-boson
system exposed to an external ac driving. Assuming weak cou-
pling between TLS and bath, we arrived at a closed analytical
expression for the time evolution of the system. Our results
are at the same time valid for the whole range of the driving
amplitude A and for moderate to high driving frequencies
ω, see discussion in Sec. II D. In contrast to the NIBA, we
are able to treat both an unbiased and a biased TLS for low
temperatures and weak damping. Indeed, besides the Born-
Markov approximation, the only further simplifications we
used solving the time-dependent Hamiltonian are the moderate
rotating-wave approximation in Sec. III B and the expansion
in the dressed tunneling matrix element �n = Jn(A/ω)�,
with � the bare tunneling coupling and Jn the nth-order
Bessel function, using Van Vleck perturbation theory. In the
vicinity of an m-photon resonance, the latter is also justified,
as shown in Sec. II D, for moderate driving frequencies
as long as condition (25) is valid. We found corrections
to the renormalized Rabi frequency �RWA

m [Eq. (11)], also
leading to a shift of the resonance condition for an m-photon
resonance [Eq. (21)]. The so-calculated quasienergy spectrum
is in very good agreement with results found by a numerical
diagonalization of the Floquet Hamiltonian for all values of
the static bias ε. Upon investigation of the survival probability
P↓→↓(t), we could recover the shifted oscillation frequency
reported already in [59]. We included also the second-order
modifications to the Floquet states in our calculation, which
account for the higher harmonics induced through the external
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driving and lead to fast oscillations in P↓→↓(t), see Figs. 3, 13,
and 14.

By adding a thermal bath to the TLS, we examined in
Sec. III the dissipative dynamics of the system. In Sec. III A,
we visualized the good agreement between our analytical
formulas for the position matrix elements and a numerical
calculation even for low driving amplitudes. This turned out
to be essential to arriving at a physically realistic result for the
relaxation and dephasing rates given in Sec. III B. Comparing
RWA to Van Vleck results, we found strong deviations and
even unphysical predictions for the former one at low driving
amplitudes. We remark that our rates agree very well with
the zero-temperature results derived recently in [39] via the
dressed state approach. In this work, a charge qubit is strongly
driven by a microwave field and connected to a dc SQUID.
The higher order corrections to the rates prove to be essential
to correctly reflecting the physical findings in this experiment.
From this we are encouraged that our results provide a realistic
picture of relaxation and dephasing processes in a driven
two-level system and, due to the generality of the model, are
of interest to a wide range of physical applications.

In Sec. III C, we performed a detailed analysis of the TLS
at an exact 3-photon resonance and for a vanishing third-order
Bessel function, which is known to lead to coherent destruction
of tunneling in the high-frequency limit. For moderate driving
frequencies, we found second-order modifications to the RWA
solution. While the latter predicts a complete localization of
the TLS in the initial state, the Van Vleck solution shows
that driving-induced oscillations survive. Furthermore, for
the dissipative case we found an incoherent decay to a
quasistationary value.

In Sec. III D, we examined an effect opposite to the coherent
destruction of tunneling: for an appropriately chosen driving
amplitude, coherent tunneling oscillations with frequency �m,
Eq. (20), can be observed at an m-photon resonance. By
slightly changing the driving frequency out of resonance, these
oscillations are almost completely suppressed and the system
shows an incoherent behavior.
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APPENDIX A: FLOQUET THEORY

The Floquet theorem states that the Schrödinger equation

ih̄∂t |ψ(t)〉 = H (t)|ψ(t)〉 (A1)

for a Hamiltonian being periodic in time is solved by

|ψα(t)〉 = |uα(t)〉e−iεαt/h̄, (A2)

where |uα(t)〉 = |uα(t + T )〉 and we assume that the oscilla-
tion period of H (t) is T ≡ 2π/ω. The quasienergies εα are
obtained as eigenvalues of the Floquet Hamiltonian

H|uα(t)〉 = [H (t) − ih̄∂t ]|uα(t)〉 = εα|uα(t)〉. (A3)

Note that |uα,n(t)〉 ≡ exp(−inωt)|uα(t)〉 yields a solution
of (A1) physically identical to (A2) but with the shifted

quasienergy εα,n ≡ εα − h̄nω. Furthermore, εα = εα,0 and
|uα(t)〉 = |uα,0(t)〉. Thus, it will be sufficient just to examine
the set of eigenvalues {εα,n} with −h̄ω/2 � εα,n < h̄ω/2.

We introduce the Hilbert space T of the T -periodic
functions, with the inner product defined as

(f, g) = 1

T

∫ T

0
dtf ∗(t)g(t). (A4)

The functions ϕn(t) = exp(−inωt) build an orthonormal and
complete basis set of T [79], where we further define for a
basis-independent notation the state vectors |n) with ϕn(t) =
(t |n). The scalar product in the extended Hilbert space H ⊗ T
of the Floquet Hamiltonian is defined as

〈〈·|·〉〉 = 1

T

∫ T

0
dt〈·|·〉. (A5)

Considering a T -periodic state vector |uα,n(t)〉 living in the
spatial Hilbert space H, we can write it in a Fourier series and
thus expand it in basis functions of T :

|uα,n(t)〉 = e−inωt |uα(t)〉 =
∑

l

e−ilωt
∣∣u(n−l)

α

〉
, (A6)

where |u(k)
α 〉 are the time independent Fourier coefficients. In

the composite Hilbert space H ⊗ T , we define the state

|uα,n〉〉 ≡
∑

l

∣∣u(n−l)
α

〉 ⊗ |l). (A7)

Through the expansion of the Hilbert space, we can now treat
the time-dependent problem (A1) like a time independent one.

APPENDIX B: VAN VLECK PERTURBATION THEORY

Here, we give the matrix elements of the effective Hamil-
tonian Heff and the transformation matrix exp(±iS) = 1 ±
iS(1) ± iS(2) + 1

2 iS(1)iS(1) to second order in � expressed in
the eigenstates (3) of the unperturbed Hamiltonian. For first
order in �, the Hamiltonian has the same shape as within the
RWA. Its elements are [2,27]〈〈

u0
↑/↓,n

∣∣H(1)
eff

∣∣u0
↑/↓,l

〉〉 = h̄ε0
nδn,l, (B1)〈〈

u0
↑,n

∣∣H(1)
eff

∣∣u0
↓,l

〉〉 = −h̄

2
�n−lδn−l,m. (B2)

The elements of the transformation matrix are

〈〈
u0

↑,n

∣∣iS(1)
∣∣u0

↓,l

〉〉 = 1

2

�n−l

ε + ω(n − l)
(1 − δl−n,m), (B3)

〈〈
u0

↓,l

∣∣iS(1)
∣∣u0

↑,n

〉〉 = −1

2

�n−l

ε + ω(n − l)
(1 − δl−n,m). (B4)

The Kronecker δ comes from the fact that iS(1) vanishes
between almost degenerate states by construction. For the
second-order elements, we find

〈〈
u0

↑/↓,n

∣∣H(2)
eff

∣∣u0
↑/↓,l

〉〉 = ∓h̄

4

∑
l 
=−m

|�l|2
ε + lω

, (B5)

〈〈
u0

↑,n|H(2)
eff

∣∣u0
↓,n+m

〉〉 = 〈〈
u0

↓,n+m

∣∣H(2)
eff

∣∣u0
↑,n

〉〉 = 0. (B6)
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The expression for the transformation matrix already
becomes more evolved:〈〈

u0
↑,n

∣∣iS(2)
∣∣u0

↑,j

〉〉

= 1

4(n − j )ω

⎧⎪⎪⎨
⎪⎪⎩

∑
k 
=n+m

k 
=j+m

�n−k�j−k

2

[
1

ε + (n − k)ω

+ 1

ε + (j − k)ω

]
+ �n−j−m�−m

ε + (n − j − m)ω

+ �j−n−m�−m

ε + (j − n − m)ω

⎫⎪⎪⎬
⎪⎪⎭ (1 − δj,n), (B7)

〈〈
u0

↓,n

∣∣iS(2)
∣∣u0

↓,j

〉〉

= 1

4(n − j )ω

⎧⎪⎪⎨
⎪⎪⎩

∑
k 
=n−m

k 
=j−m

�k−n�k−j

2

[
1

−ε + (n − k)ω

+ 1

−ε + (j − k)ω

]
+ �j−m−n�−m

−ε + (n − j + m)ω

+ �n−m−j�−m

−ε + (j − n + m)ω

⎫⎪⎪⎬
⎪⎪⎭ (1 − δj,n), (B8)

〈〈
u0

↑,n

∣∣iS(2)
∣∣u0

↓,j

〉〉 = 〈〈
u0

↓,j

∣∣iS(2)
∣∣u0

↑,n

〉〉 = 0. (B9)

By applying the transformation now on the eigenstates of
the effective Hamiltonian |�eff

∓,n〉〉, see Sec. II C, we get
the eigenstates of the Floquet Hamiltonian HTLS to first
order in �,

∣∣�(1)
−,n

〉〉 = ∣∣�eff
−,n

〉〉 + 1

2

∑
j 
=−m

�j

ε + jω

{
sgn(�−m) cos

	m

2

× ∣∣u0
↑,j+n+m

〉〉 − sin
	m

2

∣∣u0
↓,n−j

〉〉}
, (B10)

∣∣�(1)
+,n

〉〉 = ∣∣�eff
+,n

〉〉 + 1

2

∑
j 
=−m

�j

ε + jω

{
sgn(�−m) sin

	m

2

× ∣∣u0
↑,j+n

〉〉 + cos
	m

2

∣∣u0
↓,n−m−j

〉〉}
. (B11)

And to second order,∣∣�(2)
−,n

〉〉
= ∣∣�(1)

−,n

〉〉 + ∑
j 
=0

{
sin

	m

2

∣∣u0
↑,j+n

〉〉

+ sgn(�−m) cos
	m

2

∣∣u0
↓,−j+n+m

〉〉}

×

⎧⎪⎪⎨
⎪⎪⎩

�−m

4jω

[
�j−m

ε + (j − m)ω
+ �−j−m

ε − (j + m)ω

]

+
∑

p 
=−j−m

p 
=−m

1

4jω

�j+p�p

2

[
1

ε + (j + p)ω
+ 1

ε + pω

]⎫⎪⎪⎬
⎪⎪⎭

+ 1

8

∑
k 
=−m

∑
j 
=−m

�k�j

(ε + kω)(ε + jω)

{
sin

	m

2

∣∣u0
↑,k+n−j

〉〉

+ sgn(�−m) cos
	m

2

∣∣u0
↓,k+n+m−j

〉〉}
, (B12)

∣∣�(2)
+,n

〉〉
= ∣∣�(1)

+,n

〉〉 − ∑
j 
=0

{
cos

	m

2

∣∣u0
↑,j+n−m

〉〉

− sgn(�−m) sin
	m

2

∣∣u0
↓,−j+n

〉〉}

×

⎧⎪⎪⎨
⎪⎪⎩

1

4jω

[
�j−m�−m

ε + (j − m)ω
+ �−j−m�−m

ε − (j + m)ω

]

+
∑

p 
=−j−m

p 
=−m

1

4jω

�j+p�p

2

[
1

ε + (j + p)ω
+ 1

ε + pω

]⎫⎪⎪⎬
⎪⎪⎭

− 1

8

∑
k 
=−m

∑
j 
=−m

�k�j

(ε + kω)(ε + jω)

{
cos

	m

2

× ∣∣u0
↑,k+n−j−m

〉〉 − sgn(�−m) sin
	m

2

∣∣u0
↓,j+n−k

〉〉}
.

(B13)

APPENDIX C: CALCULATION OF THE DYNAMICS

To calculate the survival probability of the system, Pγ→γ (t),
where γ = ↑,↓, we start with the density matrix ρ(t) of
the TLS, fulfilling the condition that ρ(0) = |γ 〉〈γ |. By
diagonalization of the Floquet matrix (4) or by solving the
master equation (38), we obtain the density matrix in energy
basis with the matrix elements

ραβ(t) = 〈�α(t)|ρ(t)|�β(t)〉, α, β = ±. (C1)

Using that ρ−−(t) + ρ++(t) = 1 and ρ−+(t) = ρ∗
+−(t), we get

Pγ→γ (t) = 2Re {〈γ |�−(t)〉〈�+(t)|γ 〉ρ−+(t)} + |〈γ |�+(t)〉|2
+ (|〈γ |�−(t)〉|2 − |〈γ |�+(t)〉|2) ρ−−(t). (C2)

The corresponding transition probability is just Pγ→δ(t) = 1 −
Pγ→γ (t), where δ 
= γ . From (C2), we see that we have to
calculate 〈γ |�α(t)〉. We use the periodicity in time and express
it in a Fourier series:

〈γ |�α(t)〉 =
∑

k

〈
γ |�(k)

α

〉
exp(ikωt), (C3)

with 〈
γ |�(k)

α

〉 = 1

T

∫ T

0
dte−ikωt 〈γ |�α(t)〉

= 1

T

∫ T

0
dt〈γ |�α,k(t)〉 = 〈〈γ |�α,k〉〉, (C4)
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where we used in the last step the definition for the inner
product of the extended Hilbert space, Eq. (A5), and defined
|γ 〉〉 ≡ |γ 〉|0). By this we establish a connection between the
Floquet states and the time-dependent Hilbert state:

〈γ |�α(t)〉 =
∑

k

〈〈γ |�α,k〉〉eikωt . (C5)

1. Survival probability in the nondissipative case

For the Hamiltonian of the nondissipative TLS, Eq. (1), the
master equation is simply

ρ̇αβ(t) = −i(εα − εβ)ραβ(t), (C6)

so that

ρ−−(t) = ρ−−(0), (C7)

and

ρ−+(t) = ρ−+(0) exp
[
i
(
mω + �(2)

m

)
t
]
, (C8)

where we used the general expression for the quasienergies
at an m-photon resonance found in Sec. II. The starting
conditions are calculated through

ραβ(0) = 〈�α(0)|γ 〉〈γ |�β(0)〉. (C9)

Combining this, one gets

Pγ→γ (t) = (|〈γ |�−(t)〉|2 − |〈γ |�+(t)〉|2)|〈γ |�−(0)〉|2
+ |〈γ |�+(t)〉|2 + 2Re

{〈γ |�−(t)〉〈�+(t)|γ 〉
× 〈�−(0)|γ 〉〈γ |�+(0)〉ei(mω+�

(2)
m )t

}
. (C10)

a. RWA survival probability

Using in this general expression the eigenstates (12) and
(13), we arrive at the survival probability in the RWA,

P RWA
↓→↓(t) = cos2

(
�RWA

m

t

2

)
+ cos2 	RWA

m sin2

(
�RWA

m

t

2

)
.

(C11)

b. Van Vleck survival probability

To get the survival probability to second order in �, we use
(B10)–(B13) in (C5) and obtain

〈↓|�(2)
− (t)〉 = exp

(
−i

A

2ω
sin ωt

){
−sgn (�−m) cos

	m

2

× e−imωt − 1

2
sin

	m

2
A(t) + sgn(�−m)

× cos
	m

2
e−imωt [B(t) + C(t)]

}
, (C12)

〈↓|�(2)
+ (t)〉 = exp

(
−i

A

2ω
sin ωt

){
−sgn(�−m) sin

	m

2

+ 1

2
cos

	m

2
eimωtA(t)

+ sgn (�−m) sin
	m

2

[
B(t) − C∗(t)

]}
,

(C13)
where we defined

A(t) ≡
∑

n
=−m

einωt �n

ε + nω
, (C14)

B(t) =
∑
n
=0

einωt 1

4nω

[
�n−m�−m

ε + (n − m)ω
+ �−m−n�−m

ε − (n + m)ω

]

+ 1

8
|A(t)|2, (C15)

C(t) =
∑
n
=0

∑
p 
=−m

p 
=−n−m

�p�p+n

8nω
einωt

[
1

ε + pω
+ 1

ε + (p + n)ω

]
.

(C16)

Using those expressions in (C10), we obtain the survival
probability

P↓→↓(t) = P RWA′
↓→↓ (t) + P

(1)
↓→↓(t) + P

(2)
↓→↓(t). (C17)

We distinguish three different parts. The first one corresponds
to the averaged second-order Van Vleck approach:

P RWA′
↓→↓ (t) = cos2

(
�(2)

m

t

2

)
+ cos2 	m sin2

(
�(2)

m

t

2

)
.

(C18)

Then we have additional contributions from Van Vleck
perturbation theory to first order in �:

P
(1)
↓→↓(t)

= −1

2
sgn (�m) sin 	m sin �(2)

m t
∑

n
=−m

�n

ε + nω

× sin[(n + m)ωt] + sgn(�m) sin 2	m sin2

(
�(2)

m

t

2

)

×
⎡
⎣ ∑

n
=−m

1

2

�n

ε + nω
cos(n + m)ωt + 1

2
A(0)

⎤
⎦ . (C19)

And finally the second-order part:

P
(2)
↓→↓(t) = −sgn (�m) sin 2	m sin2

(
�(2)

m

t

2

)√
1

4
A(0)2 − 2[B(0) + C(0) cos 	m]

+ sin2 	m sin2

(
�(2)

m

t

2

)[
1

4

( ∑
n
=−m

�n

ε + nω
sin(n + m)ωt

)2

+ 1

4

( ∑
n
=−m

�n

ε + nω
cos(n + m)ωt

)2

+
(

1

2
A(0) −

√
1

4
A(0)2 − 2[B(0) + C(0) cos 	m]

)2 ]
+

(
1

2
A(0) −

√
1

4
A(0)2 − 2[B(0) + C(0) cos 	m]

)
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×
∑

n
=−m

�n

ε + nω

[
cos(n + m)ωt cos2

(
�(2)

m

t

2

)
+ cos 	m sin(n + m)ωt sin �(2)

m t − cos(n + m)ωt cos2 	m

× sin2

(
�(2)

m

t

2

)]
−

[
cos2

(
�(2)

m

t

2

)
− cos2 	m sin2

(
�(2)

m

t

2

)]∑
n
=0

1

2nω

[
�n−m�−m

ε + (n − m)ω
+ �−m−n�−m

ε − (n + m)ω

]
cos nωt

− 1

4

[
cos2

(
�(2)

m

t

2

)
+ cos2 	m sin2

(
�(2)

m

t

2

)] ∑
j 
=−m

∑
k 
=−m

�j�k

(ε + kω)(ε + jω)
cos(j − k)ωt − f cos 	m +

∑
n
=0

∑
p 
=−m

p 
=−n−m

× �p�p+n

4nω

[
1

ε + pω
+ 1

ε + (p + n)ω

]
cos 	m cos nωt − 2d

[
cos2

(
�(2)

m

t

2

)
+ cos 	m sin2

(
�(2)

m

t

2

)]
. (C20)

Here, for ε 
= mω, we have

d = �2

1
4a2 − 2b − 2c cos 	2

m

[
1

16
a − 3

4
ba2 + 2b + 2c2

− 2c

(
1

2
a2 − 3b

)
cos 	2

m + 2c2 cos 2	2
m

−1

2
a

(
1

4
a2 − 2b − c − 3c cos 	2

m

)

×
√

1

4
a2 − 2b − c − 3c cos 	2

m

]
, (C21)

and

f = �2

1
4a2 − 2b − 2c cos 	2

m

[
1

4
ca2 − 2bc − 2c2 cos 	2

m

]
,

(C22)

with a = A(0)/�, b = B(0)/�2, and c = C(0)/�2; while in
the case ε = mω, the definitions

d = B(0), f = −B(0) (C23)

have to be used.

[1] U. Weiss, Quantum Dissipative Systems, 3rd ed. (World
Scientific, Singapore, 2008).

[2] C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg, Atom-
Photon Interactions: Basic Processes and Applications (Wiley,
New York, 2004).

[3] F. Grossmann, T. Dittrich, P. Jung, and P. Hänggi, Phys. Rev.
Lett. 67, 516 (1991).

[4] F. Grossmann, P. Jung, T. Dittrich, and P. Hänggi, Z. Phys. B 84,
315 (1991).

[5] F. Grossmann and P. Hänggi, Europhys. Lett. 18, 571
(1992).

[6] L. Hartmann, M. Grifoni, and P. Hänggi, J. Chem. Phys. 109,
2635 (1998).

[7] L. Hartmann, I. Goychuk, M. Grifoni, and P. Hänggi, Phys. Rev.
E 61, R4687 (2000).

[8] I. Goychuk and P. Hänggi, Adv. Phys. 54, 525 (2005).
[9] Y. Nakamura, Y. A. Pashkin, and J. S. Tsai, Phys. Rev. Lett. 87,

246601 (2001).
[10] M. Grifoni and P. Hänggi, Phys. Rep. 304, 229 (1998).
[11] Y. Nakamura, Y. A. Pashkin, and J. S. Tsai, Nature (London)

398, 786 (1999).
[12] Y. Makhlin, G. Schön, and A. Shnirman, Rev. Mod. Phys. 73,

357 (2001).
[13] D. Vion, A. Aassime, A. Cottet, P. Joyez, H. Pothier, C. Urbina,

D. Esteve, and M. H. Devoret, Science 296, 886 (2002).
[14] E. Collin, G. Ithier, A. Aassime, P. Joyez, D. Vion, and D. Esteve,

Phys. Rev. Lett. 93, 157005 (2004).
[15] J. E. Mooij, T. P. Orlando, L. Levitov, L. Tian, C. H. van der

Wal, and S. Lloyd, Science 285, 1036 (1999).

[16] C. H. van der Wal, A. C. J. ter Haar, F. K. Wilhelm, R. N.
Schouten, C. J. P. M. Harmans, T. P. Orlando, S. Lloyd, and J. E.
Mooij, Science 290, 773 (2000).

[17] I. Chiorescu, Y. Nakamura, C. J. P. M. Harmans, and J. E. Mooij,
Science 299, 1869 (2003).

[18] A. Wallraff, D. I. Schuster, A. Blais, L. Frunzio, R.-S. Huang,
J. Majer, S. Kumar, S. M. Girvin, and R. J. Schoelkopf, Nature
(London) 431, 162 (2004).

[19] A. Blais, R.-S. Huang, A. Wallraff, S. M. Girvin, and R. J.
Schoelkopf, Phys. Rev. A 69, 062320 (2004).

[20] L. Tian, S. Lloyd, and T. P. Orlando, Phys. Rev. B 65, 144516
(2002).

[21] C. H. van der Wal, F. K. Wilhelm, C. J. P. M. Harmans, and J. E.
Mooij, Eur. Phys. J. B 31, 111 (2003).

[22] S. Kleff, S. Kehrein, and J. von Delft, Physica E 18, 343 (2003).
[23] S. Kleff, S. Kehrein, and J. von Delft, Phys. Rev. B 70, 014516

(2004).
[24] F. K. Wilhelm, S. Kleff, and J. von Delft, Chem. Phys. 296, 345

(2004).
[25] F. Nesi, M. Grifoni, and E. Paladino, New J. Phys. 9, 316 (2007).
[26] F. Brito and A. O. Caldeira, New J. Phys. 10, 115014 (2008).
[27] J. Hausinger and M. Grifoni, New J. Phys. 10, 115015 (2008).
[28] P. Huang and H. Zheng, J. Phys. Condens. Matter 20, 395233

(2008).
[29] S. Saito, M. Thorwart, H. Tanaka, M. Ueda, H. Nakano,

K. Semba, and H. Takayanagi, Phys. Rev. Lett. 93, 037001
(2004).

[30] S. Saito, T. Meno, M. Ueda, H. Tanaka, K. Semba, and
H. Takayanagi, Phys. Rev. Lett. 96, 107001 (2006).

022117-17



JOHANNES HAUSINGER AND MILENA GRIFONI PHYSICAL REVIEW A 81, 022117 (2010)

[31] A. Izmalkov et al., Europhys. Lett. 65, 844 (2004).
[32] W. D. Oliver, Y. Yu, J. C. Lee, K. K. Berggren, L. S. Levitov,

and T. P. Orlando, Science 310, 1653 (2005).
[33] D. M. Berns, W. D. Oliver, S. O. Valenzuela, A. V. Shytov, K. K.

Berggren, L. S. Levitov, and T. P. Orlando, Phys. Rev. Lett. 97,
150502 (2006).
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L. Steffen, P. J. Leek, A. Blais, and A. Wallraff, Phys. Rev.
Lett. 102, 243602 (2009).

[41] J. H. Shirley, Phys. Rev. 138, B979 (1965).
[42] M. Grifoni, M. Sassetti, J. Stockburger, and U. Weiss, Phys. Rev.

E 48, 3497 (1993).
[43] M. Grifoni, M. Sassetti, P. Hänggi, and U. Weiss, Phys. Rev. E

52, 3596 (1995).
[44] D. E. Makarov and N. Makri, Phys. Rev. E 52, 5863 (1995).
[45] M. Grifoni, M. Sassetti, and U. Weiss, Phys. Rev. E 53, R2033

(1996).
[46] M. Winterstetter and U. Weiss, Chem. Phys. 217, 155 (1997).
[47] M. Grifoni, M. Winterstetter, and U. Weiss, Phys. Rev. E 56,

334 (1997).
[48] M. Grifoni, L. Hartmann, and P. Hänggi, Chem. Phys. 217, 167

(1997).
[49] A. Leggett, S. Chakravarty, A. T. Dorsey, M. P. A. Fisher,

A. Garg, and W. Zwerger, Rev. Mod. Phys. 59, 1 (1987).
[50] Y. Dakhnovskii, Phys. Rev. B 49, 4649 (1994).
[51] Y. Dakhnovskii, Ann. Phys. (NY) 230, 145 (1994).
[52] Y. Dakhnovskii, J. Chem. Phys. 100, 6492 (1994).
[53] Y. Dakhnovskii and R. D. Coalson, J. Chem. Phys. 103, 2908

(1995).
[54] H. Wang, V. N. Freire, and X.-G. Zhao, Phys. Rev. E 58, 2632

(1998).

[55] M. Thorwart, L. Hartmann, I. Goychuk, and P. Hänggi, J. Mod.
Opt. 47, 2905 (2000).

[56] M. C. Goorden and F. K. Wilhelm, Phys. Rev. B 68, 012508
(2003).

[57] H. Sambe, Phys. Rev. A 7, 2203 (1973).
[58] J. H. Van Vleck, Phys. Rev. 33, 467 (1929).
[59] S.-K. Son, S. Han, and Shih I. Chu, Phys. Rev. A 79, 032301

(2009).
[60] S. Ashhab, J. R. Johansson, A. M. Zagoskin, and F. Nori, Phys.

Rev. A 75, 063414 (2007).
[61] P. K. Aravind and J. O. Hirschfelder, J. Phys. Chem. 88, 4788

(1984).
[62] M. C. Goorden, M. Thorwart, and M. Grifoni, Phys. Rev. Lett.

93, 267005 (2004).
[63] M. C. Goorden, M. Thorwart, and M. Grifoni, Eur. Phys. J. B

45, 405 (2005).
[64] M. Abramowitz and I. A. Stegun, Handbook of Mathematical

Functions with Formulas, Graphs, and Mathematical Tables
(Dover, New York, 1964).

[65] B. Kirtman, J. Chem. Phys. 49, 3890 (1968).
[66] P. R. Certain and J. O. Hirschfelder, J. Chem. Phys. 52, 5977

(1970).
[67] I. Shavitt and L. T. Redmon, J. Chem. Phys. 73, 5711

(1980).
[68] B. Kirtman, J. Chem. Phys. 75, 798 (1981).
[69] E. C. Kemble, The Fundamental Principles of Quantum

Mechanics (McGraw-Hill, New York, 1937).
[70] G. B. Arfken and H. J. Weber, Mathematical Methods for

Physicists, 5th ed. (Academic, San Diego, 2001).
[71] J. C. A. Barata and W. F. Wreszinski, Phys. Rev. Lett. 84, 2112

(2000).
[72] M. Frasca, Phys. Rev. B 71, 073301 (2005).
[73] K. Blum, Density Matrix Theory and Applications, 2nd ed.

(Plenum, New York, 1996).
[74] W. H. Louisell, Quantum Statistical Properties of Radiation

(Wiley, New York, 1973).
[75] S. Kohler, T. Dittrich, and P. Hänggi, Phys. Rev. E 55, 300

(1997).
[76] H. Wang and X.-G. Zhao, J. Phys. Condens. Matter 7, L89

(1995).
[77] H. Wang and X.-G. Zhao, Phys. Lett. A217, 225 (1996).
[78] I. I. Rabi, Phys. Rev. 51, 652 (1937).
[79] G. F. Simmons, Introduction to Topology and Modern Analysis

(McGraw-Hill, New York, 1963).

022117-18


