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Characterization of ion Coulomb crystals in a linear Paul trap
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We describe a simple and fast method for simulating observed images of ion Coulomb crystals. In doing so,
cold elastic collisions between Coulomb crystals and virtual very light atoms are implemented in a molecular
dynamics (MD) simulation code. Such an approach reproduces the observed images of Coulomb crystals by
obtaining density plots of the statistics of existence of each ion. The simple method has the advantage of short
computing time in comparison with previous calculation methods. As a demonstration of the simulation, the
formation of a planar Coulomb crystal with a small number of ions has been investigated in detail in a linear
ion trap both experimentally and by simulation. However, also large Coulomb crystals including up to 1400 ions
have been photographed and simulated to extract the secular temperature and the number of ions. For medium-
sized crystals, a comparison between experiments and calculations has been performed. Moreover, an MD
simulation of the sympathetic cooling of small molecular ions was performed in order to test the possibility of
extracting the temperature and the number of refrigerated molecular ions from crystal images of laser-cooled
ions. Such information is basic to studying ultracold ion-molecule reactions using ion Coulomb crystals including
sympathetically cooled molecular ions.
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I. INTRODUCTION

Coulomb crystals of laser-cooled ions are being increas-
ingly applied to growing new research fields, i.e., quantum-
information processing and quantum calculations [1–3], as
well as to conventional spectroscopic applications [4–7].
Moreover, the sympathetic cooling method has expanded to
research applications in cold ion-molecule chemistry and to
high-precision molecular spectroscopy. Translationally cold
molecular samples are easily produced by sympathetic cooling
and photochemical reactions. Photodissociation processes can
be studied in detail with single-ion spectroscopy [8,9]. Re-
cently, rovibrational spectroscopy of sympathetically cooled
HD+ ions in Coulomb crystals has been demonstrated at very
low temperatures, when combining Coulomb crystals with a
resonance-enhanced multiphoton dissociation technique [10].
Such precision spectroscopy paves the way to testing a possible
time dependence of the proton-electron mass ratio [11].

In a different approach, cold neutral molecules have been
produced by various other techniques, such as buffer gas
cooling [12], photoassociation and magnetic Feshbach reso-
nances of cold alkali atoms [13,14], a Stark decelerator, and a
Stark velocity selector [15,16]. Electrostatic trapping of polar
molecules has also been realized; however, the lifetime is still
short [17,18]. These prepared cold molecules can be applied to
high-precision spectroscopy of neutral molecules, to the study
of chemical processes in interstellar media, and toward the
demonstration of Bose-Einstein condensation of molecules.
Recently a cold collision process between cold polar CH3F
molecules, which were produced by a Stark velocity selector,
and Ca+ Coulomb crystals was investigated with single-ion
sensitivity, and ion-molecule reaction rates at low temperatures
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were estimated [19]. This new experimental approach can be
extended to the study of cold collisions of sympathetically
cooled molecular ions and cold polar molecules, which are
abundant in interstellar chemistry, and for which many of the
reaction rates are unknown [20]. As a prerequisite for the
investigation of the reaction rate coefficients of such ultracold
ion-molecule collisions by the above methods, one has to know
the properties of ion Coulomb crystals including translational
temperatures and the numbers of ions (or the number density).

During the past few decades, many simulation studies
for ion Coulomb crystals in ion traps were performed by
the molecular dynamics (MD) approach in order to study
the properties and the structures of the Coulomb crystals
[21–27]. For an ionic system in a linear Paul trap, the phase
transition as a function of the anisotropy between axial and
radial trapping potentials was studied in detail [21]. Then a
theoretical investigation of the structural phase transition in
a trapped Coulomb crystal was carried out, and the phase
diagram as parameters of the anisotropy and the number of ions
was given [28]. A scaling law of the criterion for producing
planar Coulomb crystal is also given as

α3(Nion) = (
96Nion/π

3w3
1

)1/2
, (1)

where w1 = 1.11 . . . is the first two-dimensional transition
value from the three-dimensional Coulomb crystals [28].
Recently, MD simulations in a linear multipole trap as well
as a linear Paul trap were extensively performed in order
to search for the experimental conditions to produce planar
or ring-type Coulomb crystals, which might be applicable to
quantum-information processing, quantum simulations, and
quantum calculations [25–27]. Apart from the studies of such
special forms of Coulomb crystals, some simulations were
carried out to extract the properties, such as ion temperatures
and the number of ions, from experimentally produced
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Coulomb crystals in a linear Paul trap [23,24]. For example,
Zhang et al. succeeded in determining the number and the
secular temperatures of prolate ion crystals by comparing
experimentally observed CCD images to simulated ones [24].
Although the simulation method works well in reproducing
Coulomb crystal images, it appears to be complex to choose
appropriate values of heating (velocity kick) and cooling
parameters (damping force) in the equations of motion.

In this paper, we report a simple and fast method of
simulating observed images of ion Coulomb crystals in a linear
Paul trap. By introducing cold elastic collisions between stored
ions and virtual very light atoms in our original MD simulation
code [25], CCD images of Coulomb crystals are successfully
reproduced by the density plot of the statistics of existence of
each ion. Then the important properties of Coulomb crystals
such as ion temperatures, structures of ion Coulomb crystals,
and the number of ions were extracted from the CCD images
with the help of the MD simulation.

In short, we numerically solve Newton’s equations of
motion for all trapped ions under the pseudopotential ap-
proximation using the velocity Verlet algorithm [29]. After
each integration step, the standard equation is applied to the
determination of an ion’s velocity after a classical elastic
collision with a virtual light atom. The method functions well
in the reproduction of observed images of Coulomb crystals
even though such a collision process is virtual. The reason
is as follows. Generally, experimentally produced Coulomb
crystals are heated by occasional collisions with the residual
background gas at a certain interval. Although the collisional
heating effect is very large, the collision interval is long enough
compared to the thermalization time of the heated crystal under
our experimental conditions (typical exposure time of CCD
is 10 s) [24]. Since the disturbed ion trajectories by such
occasional collisions are time-averaged and the collisional
effect on the CCD image is also averaged, it is considered that
the observed Coulomb crystals are in the thermal equilibrium,
as long as the observation period by a CCD camera is long
enough. The concept of our simulation approach is different
from the previous methods, because the purpose of the
simulation is only to reproduce images of observed Coulomb
crystals, which are characterized by a certain equilibrium
temperature. Apart from the number of ions, the fitting
parameter used to simulate the observed images is only the
temperature of the virtual light atoms. This simple simulation
method has the advantage of simple programming and short
computing time compared to previous calculation methods,
in which the time-dependent radiofrequency electric fields,
radiation pressure forces depending on an ion velocity and
the photon recoil effect [25], or the intentional heating effect
(“velocity kick”) and a viscous damping force proportional to
the ion velocity [24] were considered.

As a demonstration of our method, we simulated the
observed Coulomb crystals during the production processes
of planar Coulomb crystals in a linear Paul trap, since there
is much interest in these applications in the community of
the fields of scalable quantum-information processing and
quantum computation using ion Coulomb crystals in ion
traps [2,26,27,30]. In this paper, the experimental result
of the systematic transformation of a Coulomb crystal’s
shape with a definite number of ions is presented, and the

images are compared to our simulation results. Observed
Coulomb crystals with a large number of ions (>1000) were
also compared to the simulation. Finally, the sympathetic
crystallization of simple molecular ions is obtained step by
step to demonstrate the associated change of the laser-cooled
ion images by the secular temperature of laser-cooled ions
and the number of molecular ions imbedded in the Coulomb
crystal. The details of this effect will be useful in determining
the properties of sympathetically crystallized molecular ions.

II. EXPERIMENTAL SETUP

The experimental setup is as follows. The linear Paul
trap consists of four rod electrodes with a diameter of 8
mm. The distance from the trap center axis to the surface
of the electrodes is r0 = 3.5 mm. To axially trap ions, the
rod electrodes are divided into three sections, and a different
static voltage is applied to each section [see Fig. 1(a)]. The
length of the center section is 10 mm. The rf voltages are
applied to one pair of opposing rods, and the other pair is
rf grounded. The typical driving frequency and amplitude of

FIG. 1. (Color online) (a) A photograph of the cryogenic linear
Paul trap. The rod diameter and the inner radius (r0) are 8 and 3.5 mm,
respectively. The central trap region is 10 mm. (b) A LIF spectrum
and a crystal image of the same Ca+ crystal. The linewidth of the
spectrum is about 30 MHz (half width at half maximum). The static
voltage of Vz = 3.5 V was applied to both side sections of the ion
trap. The CCD image is observed at about −10 MHz from the peak
of the spectrum. The CCD exposure time is 10 s.
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the linear Paul trap are �/2π = 5.65 MHz and Vac = 260 V,
respectively. The static voltages of both side sections were
changed from 0 V to 32 V to manipulate the shapes of the
Coulomb crystals as described later. A compact miniature
UHV chamber (3.2 in. diameter and 1.38 in. height) enclosing
the ion trap is evacuated by an ion pump and a turbo molecular
pump backed by a rotary pump. The ion trap is mounted
on a cryogenic vessel containing liquid-nitrogen to obtain an
ultrahigh vacuum (<10−8 Pa).

Two grating stabilized diode lasers (λ = 397 and 866 nm)
locked to temperature-controlled optical cavities are used for
laser cooling of the Ca+ ions [31]. An ion Coulomb crystal
consisting of Ca+ ions, which emit laser-induced fluorescence
(LIF) at 397 nm, is observed by a cooled CCD camera at right
angles to the trap axis. The camera with the lens system and a
UV filter is mounted on a precision stage outside the vacuum
chamber to adjust to the imaging position of the Coulomb
crystal. The magnification of the lens system was selected to
6× or 10× according to circumstances. The CCD exposure
time is typically set to 10 s.

In Fig. 1(b), the result of observations of the LIF spectrum
and the image of the same crystal are shown. The CCD
image is recorded at about −10 MHz from the peak of the
spectrum. A fluorescence dip in the spectrum indicates the
phase transition from the cloud state to the liquid and crystal
states, and actually a shell structure is observed as the CCD
image. Since the volume of the ion crystal is known from the
observed image and by assuming cylindrical symmetry of the
crystal, the number of ions in the crystal is estimated to be
about 940 using the equation of the number density at 0 K
under the pseudopotential approximation, i.e.,

nq = ε0V
2

ac

m�2r4
0

, (2)

where m and ε0 are the mass of the ions and the permittivity
of the vacuum, respectively. The above equation demonstrates
that the number of zero-temperature ions is proportional to
the volume of the Coulomb crystal in the linear Paul trap. For
relatively large Coulomb crystals like in Fig. 1(b), we roughly
estimated the number of ions by this method before starting
the MD simulation. A final more precise determination of the
number of ions is then possible by direct comparison with the
simulation images.

III. MOLECULAR DYNAMICS SIMULATION

We carried out MD simulations of the trapped ions to extract
the information from the observed Coulomb crystals. Ion
trajectories and velocities of all the trapped ions are calculated
by solving Newton’s equations of motion similar to the method
described in Ref. [25]. The difference between the present and
the previous method is as follows.

In the present simulation, only time-independent trapping
forces by the radial pseudopotential and the axial harmonic
potential as well as Coulomb forces between ions are con-
sidered. Instead of a radiation pressure force and a heating
term such as “velocity kick,” cold elastic collisions between
trapped ions and virtual very light atoms are introduced. After
each integration step of the algorithm, we apply the standard
equation for the determination of the ion velocity v′

ion after a

classical elastic collision [32], i.e.,

v′
ion = mgas

mion + mgas
vn0 + mionvion + mgasvgas

mion + mgas
,

(3)
v = |vion − vgas|,

where the unit vector n0 of the ion velocity after the collision
is given by random numbers, and the virtual atom velocity
vgas is randomly generated by the Box-Muller transform at the
assumed equilibrium temperature of the ensemble of virtual
very light atoms. The mass number of a virtual atom is set to
Mion/100, which is too light to disturb the ion motions in only
one collision, and a large number of cold collisions (typically
106) are introduced to simulate the observed CCD images of
the Coulomb crystals. Since all forces are not dependent on ion
velocities, the Runge-Kutta algorithm can be replaced by the
velocity Verlet algorithm, which is much faster for numerical
integrations. The time step of the calculations is selected at a
fixed value between 10 and 40 ns. The crystal state is reached
when the trajectories of all ions are almost frozen. After
that, the location of each ion is recorded as follows. Initially
we divide an image area of typically 1.7 × 1.7 mm2 into
many small cells (typically 512 × 512 in number, 2.62144 ×
105 cells), which correspond to the number of pixels of the
CCD camera, and the content of each cell is set to 0. Then,
at each integration step, we increment a cell counter by one
if an ion exists in this cell. The number of integration steps
is typically set to 106. In this way the CCD images of the
Coulomb crystals are reproduced by the density plot of the
cells.

The reasons that the present calculation method works well
are as follows. Experimentally produced Coulomb crystals
are normally heated by occasional collisions with the residual
background gas at a certain interval as well as by the rf heating
effect, which is negligible for very cold ion samples [33].
The mean free time between collisions in 10−8 Pa of H2 gas is
estimated to ∼3 s from the Langevin rate [34], when a Coulomb
crystal consists of 100 Ca+ ions. Although the collisional
heating effect is very large, the collision interval is long enough
compared to the thermalization time of the heated crystal under
our experimental conditions [24]. Since the ion trajectories are
time-averaged during the observation period (CCD exposure
time), it can be considered that the Coulomb crystals are in
thermal equilibrium as mentioned in Sec. I. In the present
calculation method, this time average is replaced by a large
number of virtual cold collisions with virtual very light atoms
(invoking the ergodic hypothesis). In this way, we take into
account the rare occasional collisional heating effect as well
as the cooling effect at the same time. Moreover, the following
reasons support the assumptions. (1) Since the kinetic energy
of an experimentally produced Coulomb crystal falls into near
the bottom of the pseudopotential well, the pseudopotential
approximation holds for Coulomb crystals under the present
experimental conditions. (2) The small micromotion effect
on a structure of a Coulomb crystal is averaged out on the
CCD images, which are integrated for several seconds. Even
if for large ion crystals, drift motions exist, they are also
averaged out. Actually, the presented photographs represent
time-averaged positions of ions.

013420-3



OKADA, WADA, TAKAYANAGI, OHTANI, AND SCHUESSLER PHYSICAL REVIEW A 81, 013420 (2010)

IV. RESULTS AND DISCUSSIONS

A. Determination of the geometrical factor

For the axial confinement of ions in the linear Paul trap, a
static voltage Vz is applied to the outside sets of segmented
electrodes. In the present simulations, the static potential near
the middle of the trap is assumed to be

φs(x,y,z) = κVz

z2
0

(
z2 − x2 + y2

2

)
, (4)

where 2z0 is the length of the center part of the segmented
trap, and κ is the geometrical factor which is determined by the
particular trap geometry. Initially the geometrical factor near
the center along the trap axis (z axis) was evaluated to κ ∼ 0.32
from the numerical values of the electric potential calculated
by the SIMION 3D code [35]. However, we know empirically
that the experimental κ is different from the numerically
evaluated one particularly for low Vz. Since to our knowledge
this effect has not been described in past simulations, it is
worth demonstrating it. As expected from Eq. (2), the shape
of the crystal, i.e., the aspect ratio, depends on the number of
ions and on the depth of the trapping potentials at very low
temperatures. Thus we have experimentally determined κ by
comparing observed CCD images with simulation images of
a Coulomb crystal.

The demonstration for Coulomb crystals consisting of
30 Ca+ ions is shown in Fig. 2. The MD simulations were
performed under the same condition as the experiment by
systematically changing κ [Figs. 2(a’)–2(d’)]. Then, the
vertical and horizontal lengths of the simulated images were
compared to those of the corresponding CCD images. The κ

value obtained in this way as a function of Vz is depicted in the
lower graph of Fig. 2. In this measurement, κ decreases to a
lower value than the numerical one at small Vz. The reasons are
attributed to contact potentials as well as stray static electric
fields, which arise from slightly charged insulators at both
sides of the ion trap. It is shown that κ is close to the numerical
value for Vz larger than 15 V, since the weak stray fields are
masked by the strong fields for large Vz. In the following MD
simulations, we used the appropriate values of κ(Vz) obtained
by this approach.

B. Formation process of planar Coulomb crystals

To our knowledge, there is only one experimental demon-
stration of planar Coulomb crystals in linear Paul traps [36],
although such a system has been given much attention in
the field of quantum calculations [2,26,27]. In the previous
experiment [36], small planar crystals of up to 19 ions have
been produced and were observed as images by a CCD camera.
Since the planar crystals were observed at an angle of about 45◦
with respect to the trap axis, some of the ions were out of the
focal plane of the image system, and it appeared to be difficult
to extract the actual size of the crystals and compare them with
the simulation images. In addition, the production process of
the planar crystal and the systematic changes of the images
by the anisotropic parameter of the trapping potential were
not observed. In our experiment, we chose a right angle with
respect to the trap axis for observation to avoid the distortion
of the images. Such distortions would be large if we were to tilt

FIG. 2. Experimental determination of the geometrical factor κ

in Eq. (4). The observed images (a)–(d) show the ion Coulomb
crystals including 30 Ca+ ions at Vz = (a) 0.5, (b) 1.8, (c) 8.3, and
(d) 14.9 V, respectively. The corresponding simulation images are
shown in (a’)–(d’), where κ = (a’) 0.10, (b’) 0.23, (c’) 0.29, and
(d’) 0.30, respectively. All scales of the images are the same in
the figure. In the simulation, the temperature of the virtual light
atoms was set to 10 mK. The rf frequency and the amplitude are
frf = 5.634 MHz and Vac = 252.5 V, respectively. The lower graph
shows a plot of κ evaluated from the CCD images versus Vz. The error
bar is estimated to be 0.015 of the difference between the experimental
and the simulated images for large Vz.

the observation angle due to the limiting size and the thickness
of the available view port.

The formation process of a planar Coulomb crystal with
Nion = 34 was investigated in detail (Fig. 3). In this exper-
iment, we have sequentially observed the same crystal by
changing the axial static voltages from 30 V to 0.6 V to
avoid losses of ions due to an increase of Vz. Since the crystal
structures can be clearly distinguished, the temperatures of the
observed ion crystals can be determined by comparison with
the simulated images. The selected results at Vz = 1.0,3.8,
and 20.0 V are shown in Fig. 4. The top and the lower images
depict the experimental and simulated images, respectively. In
the simulated images, the varying temperatures of the virtual
very light buffer gas are indicated. The temperatures of the
ion crystals at Vz = 1.0,3.8, and 20.0 V are determined to be
Tion = 3 ± 1, 5 ± 1, and 8 ± 2 mK, respectively. As expected,
a larger Vz gives a larger average temperature of the ion crystal.

013420-4



CHARACTERIZATION OF ION COULOMB CRYSTALS IN A . . . PHYSICAL REVIEW A 81, 013420 (2010)

0.1mm

30.0V

27.0V

26.0V

24.1V

20.0V

18.1V

16.0V

12.3V

10.6V

9.2V

7.8V

6.7V

6.0V

3.8V

3.1V

2.5V

2.0V

1.8V

1.6V

1.2V

1.0V

0.9V

0.7V

0.6V

trap axis

FIG. 3. Systematic observation of ion Coulomb crystals of
34 Ca+ ions as a function of the axial static voltage Vz. The listed
voltage in each image indicates the applied Vz. The rf frequency and
the amplitude are frf = 5.634 MHz and Vac = 255.5 V, respectively.

This is due to the increase of the micromotion amplitudes of the
outer ions, because it promotes the collisional heating effect
with the background gas. As shown in Fig. 5, we have also
performed similar observations for other numbers of ions.

In order to determine the two-dimensional structure of the
stick-like image of Fig. 3 at Vz = 30 V, we have performed the
MD simulation under the same condition as in the experiment.
Since the horizontal direction is parallel to the trap axis, the
image suggests that a planar Coulomb crystal is produced.

3mK

1mK

3 1mK

6mK

10mK

8mK

14mK

8 2mK
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7mK

3mK

5 1mK

(a) Vz =1.0V (b) V z =3.8V z =20.0V

5mK

10mK 10mK

0.1mm

3mK 5mK 8mK

(c) V

FIG. 4. Determination of the temperatures of the observed ion
Coulomb crystal with 34 ions by the MD simulation. For each selected
Vz, the uppermost and the lower images show the CCD image and
the simulated ones, respectively. The temperatures are determined
by comparing the observed images with the simulation images for
a definite temperature of the virtual atomic buffer gas. The best fit
temperatures are indicated on the top experimental images. There are
two possible observation angles different by 90◦ in a linear Paul trap.
If one observes the crystals of (a)–(c) from the other direction, the
bottom images should be observed.

FIG. 5. Systematic change of the shape of observed Coulomb
crystals of (a) Nion = 12, (b) 30, and (c) 55 as a function of the
axial static voltage Vz. Planar Coulomb crystals were successfully
produced in (a) and (b). In the case of (c), the number of ions in the
crystal reduced to 34 ions as Vz increased up to 28 V (see also Fig. 9).

Before starting the simulation, the temperature of the crystal
should be determined. However, it is difficult to precisely
determine the temperature of the stick-like image in Fig. 3,
since a change of the image caused by an ion temperature
variation is small. Thus we have initially safely set the upper
limit to Tion ∼ 14 mK based on the comparison with simulated
images and the trend of the increase of Tion by Vz displayed in
Fig. 4.

Figure 6 shows the simulation results at selected temper-
atures. When the ion temperature is higher than 3 mK, the
ions form a multiple-ring structure. It is likely that the ions
inside the rings move freely and cannot jump over to the other
rings. In this case, the structure of the crystal is similar to the
one observed in Penning traps [37]. If the ions are cooled to
less than 1 mK, the ions are localized around a well-defined
position. A notable feature is that the central position of the
crystal becomes vacant at a temperature lower than ∼1 mK,
while it tends to be occupied at the higher temperatures. The
simulation results suggest that the ions must be cooled to a
lower temperature than ∼1 mK in order to be nonrotating and
localized in a planar Coulomb crystal.

Figure 7 shows CCD images of relatively large ion crystals
including initially (a) 290 and (b) 1400 ions, respectively. The
indicated voltage on each picture corresponds to the axial static
voltage Vz. To determine the number of ions (Nion) included

FIG. 6. Simulated images under the same condition as the
experiment in Fig. 3 at Vz = 30 V. The temperatures of the virtual
light atoms are indicated above the picture. The coordinates shown
on the left correspond to the images to the right of them.
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(a) Nion = 290

2.0V 4.0V 8.4V

12.1V

(b) Nion = 1400

25.3V21.1V

0.2mm

FIG. 7. Observed ion crystals of (a) Nion = 290 and (b) Nion =
1400 at low Vz. The indicated voltage in each frame is the applied Vz.
The conditions of the applied rf voltages are (a) frf = 5.634 MHz,
Vac = 253.5 V, and (b) frf = 5.65 MHz, Vac = 263.5 V, respectively.

in the crystals, the following procedure was carried out. To
begin with, we estimate Nion using Eq. (2) and perform the
MD simulation under the same condition as in the experiment.
Then we compare the volume of the simulated image to that of
the CCD images. Since Eq. (2) suggests Nion is proportional
to the volume of the ion crystal, the number of ions for the
MD simulation can be corrected by multiplying the initial
Nion with the ratio to the initial and observed crystal volumes.
After repeating the same procedure several times, Nion can be
determined for the present condition. By being based on this
Nion and the ratio of crystal volume, we determine the number
of ions of the ion crystals at different Vz. The results are shown
in Figs. 8(a) and 8(b).

Although the number of ions contained in the Coulomb
crystal is constant up to Vz ∼ 18V, it gradually reduces when
increasing the axial static voltage to larger values. These larger
crystals do not quite form a planar shape when applying the
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FIG. 8. Plots of the number of ions in the observed Coulomb
crystals of Fig. 7 as a function of Vz. The error bar of each point
is caused by the uncertainty of the determination of the edge of the
crystal image. The unit of a horizontal axis is Volt.

FIG. 9. (Color online) Structural phase diagram of cold charged
particles in a harmonic potential [28]. The ratio of the depth of the
potential wells between the axial and the radial directions are plotted
as a function of the number of ions, where α = ω2

z/ω
′2
r and ω′

r =√
ω2

r − ω2
z/2. Our observation conditions are shown as the points.

Connected points indicate the transformation of a crystal to different
structures by varying Vz and in this way α.

similar Vz at which a planar crystal for a small number of ions
is produced. This is because the sum energy of the Coulomb
repulsion between ions is much larger than that of the smaller
crystals. When the axial voltages increased to 30 V or more,
the number of ions rapidly decreased to a few dozen ions. Then
the planar crystal of such a small number of ions was produced
as shown in Figs. 5(a)–5(c).

The present observations of ion Coulomb crystals are
summarized by a structural phase diagram of a non-neutral
plasma in a harmonic potential [28]. As shown in Fig. 9, the
ratio of the depth of the potential wells between the axial and
the radial directions, α = ω2

z/ω
′2
r , are plotted as a function of

the number of ions, where we used the corrected radial secular
frequency given as [38]

ω′
r =

√
ω2

r − ω2
z/2. (5)

The lines given by Dubin [28] indicate the boundary for struc-
tural phase transitions of a Coulomb crystal: a Coulomb chain
(α < α1), an inhomogeneous zigzag crystal (α1 < α < α2),
a helical structure or a crystal with concentric shells (α2 <

α < α3), and a planar crystal with a hexagonal lattice (α > α3).
Since this phase diagram is known to match mainly simulation
results of large Nion [28], it is not relevant to fit to the
experimental results of small ion crystals such as Figs. 3
and 5. Actually, it is expected that, in this case, the observed
planar crystals have multiple-ring structures instead of two-
dimensional hexagonal lattice structures. Similar results were
reported in previous experimental work [36] as well as in a
simulation study [27].

In contrast to the above small- and medium-size crystals,
for relatively large ion crystals of Nion > 100, planar shapes
could not be observed. As shown in Fig. 8, the number of
ions decreased with increasing α. One of the reasons for the

013420-6



CHARACTERIZATION OF ION COULOMB CRYSTALS IN A . . . PHYSICAL REVIEW A 81, 013420 (2010)

decrease can be attributed to low laser powers, because the rf
heating effect, which promotes the collision heating effect, is
larger for the ions placed near the edge of the crystal. Second,
there are imperfections of the trap arrangement, which give
small distortions of the electric fields inside the ion trap. The
outer ions are more sensitive to the patch effect of electric
charges. Figure 9 suggests that a lattice structure of such large
planar crystals is hard to produce using the present linear Paul
trap. This is due to the intrinsic reason, that ωr decreases with
increasing ωz according to Eq. (5). Thus the radial potential
becomes quickly shallow as Vz increases, and the above
undesirable effects prevent the Coulomb crystals from forming
a planar structure. Actually there is a limit at Vz ≈ 33.5 V
to maintain a positive pseudopotential under the present
condition of applied rf fields and electrode arrangement.

C. Determination of the ion temperature

As a demonstration of obtaining temperature information,
we have determined the ion temperatures of the selected CCD
images of Fig. 7. The simulated images of Fig. 10 correspond
to the ones observed at the lowest Vz of Fig. 7. Since many
single spots in the concentric ellipsoidal shells are seen in the
observed crystal consisting of 290 Ca+ ions, the temperature
of the crystal should be less than 7 mK but higher than 5 mK;
that is, the best fit temperature is 6±1 mK. In the case of
the larger ion crystal of Nion = 1400, the individual spots are
observed only at the edges of the ion crystal, and each shell
is well resolved. By comparison to the simulation, the fitted
temperature is achieved for ∼7 mK. It is to be noted that the
ion temperature determined by CCD images normally gives an

7 mK

6 mK

5 mK

(a) Nion = 290, Vz = 2.9V

0.1 mm

(b) Nion = 1400, V z = 2.0V

0.5 mm6 mK

7 mK

8 mK

devresbodevresbo

Km )1(7Km )1( 6

FIG. 10. Determination of temperatures of ion Coulomb crystals
with Nion = 290 and 1400 observed at the lowest Vz in Fig. 7. The
simulation conditions are the same as the experiment. The best
fit temperatures are 6 ± 1 and 7 ± 1 mK for Figs. 7(a) and 7(b),
respectively.

FIG. 11. (Color online) Simulation images of 100 sympathetic
crystallization of NH3

+ ions by 400 laser-cooled 40Ca+ ions. The
temperature of the virtual light atoms for cooling of Ca+ is set to
6.0 mK. The average energies of Ca+ and NH3

+ ions are 6.0(3)
and 6.4(1.2) mK, respectively, where the values in the parentheses
indicate the standard deviations. The rf and the axial static voltages
are frf = 5.65 MHz, Vac = 250 V, and Vz = 2.0 V, respectively.

upper bound value, because the imaging optics has a limited
spatial resolution. However, it is clear that the resolution of
the present CCD images is good enough to distinguish a
temperature difference of 	Tion ∼ 1 mK.

D. MD simulation of sympathetic cooling

It is interesting to apply crystallized molecular ions as
a target for studying ultracold ion-molecule collisions at
millikelvin temperatures. With this in mind, we have applied
the present simulation method to the sympathetic cooling of
simple molecular ions, namely, NH3

+, as an example. In order
to perform sympathetic cooling, in addition to collisions with
virtual very light atoms which simulates the conditions of
laser-cooled ions, now also the additional cooling of trapped
molecular ions must be achieved by the Coulomb interaction
with cooled Ca+ ions.

In Fig. 11, we show a simulation image of the sympathetic
crystallization of 100 light NH3

+ ions by laser-cooled 400
heavy 40Ca+ ions. We can successfully simulate the sympa-
thetic crystallization of NH3

+ ions using the present method.
As expected, the light NH3

+ ions are distributed inside the Ca+

crystal due to the 1/Mion dependence of the pseudopotential
of a linear Paul trap. The average energies of Ca+ and NH3

+
ions are 6.0(3) and 6.4(1.2) mK, respectively, where the
temperature of virtual light atoms is set to 6.0 mK, and the
values in the parentheses indicate the standard deviations. It
implies the temperatures coincide within the uncertainties. In
an actual experiment, only the Ca+ crystal can be observed
by laser-induced fluorescence. However, the image of the Ca+

crystal is influenced by the presence of NH3
+ ions. If the

change of the Ca+ image caused by the effect of the number of
NH3

+ ions present and of the temperature of ions is detected,
it is possible to use sympathetically cooled NH3

+ ions as an
ultracold target in a collision experiment. For this purpose, we
have performed an MD simulation by systematically changing
the number of sympathetically cooled molecular ions (NSC),
the number of laser-cooled ions (NLC), and the temperature of
laser-cooled ions (TLC).

In Fig. 12, we show simulated images for the sympathetic
cooling for different numbers of NH3

+ ions under the influence
of a fixed number of Ca+ ions. In Fig. 12(a), the molecular ions
are crystallized at least up to NSC = 80. The difference of the
Ca+ crystal by the increase of NSC is clearly shown. At smaller
numbers of NH3

+ ions (NSC < 40), the temperature TSC is
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FIG. 12. (Color online) Simulation images of sympathetically
cooled NH3

+ ions by laser-cooled Ca+ ions for different number of
NH3

+ ions: (a) NLC = 60, (b) NLC = 200. The trapping condition is
the same as Fig. 11. The graphs show the secular temperature of each
ion species as a function of NSC. The error bars show the standard
deviation of the average temperatures. In (b), most error bars are
smaller than the plot symbols and not indicated. The molecular ions
in the center are indicated in white.

comparable to that of the Ca+ ions within the uncertainties,
which are 0.5 K for NH3

+ and 0.3 K for Ca+, respectively. As
NSC increases, the Ca+ crystal forms a hollow cylinder whose
inside is occupied by the NH3

+ ions. As shown in the graphs
of Fig. 12, the temperature of the NH3

+ ions is dependent on
NSC itself, while the temperature of the Ca+ ions is nearly
constant.

On the other hand, the NH3
+ ions are not sympathetically

crystallized for NSC > 80 and NLC = 200, as shown in
Fig. 12(b), even though the ratio of NSC and NLC is the same as
Fig. 12(a). The realization of the sympathetic crystallization
is therefore dependent on the total number of ions (NSC +
NLC) as well as the ratio. When NSC < 77, the bicrystal is
successfully produced, and TSC decreases to the comparable
temperature of TLC.

When the temperature of the virtual light atoms is system-
atically changed from 2 mK to 8 mK for the same numbers of
Ca+ and NH3

+ ions (NSC = NLC = 60), we obtain the bicrys-
tal images shown in Fig. 13(a)–13(d). As the Ca+ ion tem-
perature increases, the central part of the Ca+ image becomes

FIG. 13. (Color online) Simulation images of sympathetic crys-
tallized 60 NH3

+ ions by laser-cooled 60 40Ca+ ions produced by
different temperatures of the virtual very light atoms. The graph
indicates the correlation between the Ca+(TLC) and NH3

+ temperature
(TSC). The points (a)–(d) in the plot correspond to the images of
(a)–(d). The error bars show the standard deviation of the average
temperatures. The trapping conditions are the same as in Fig. 11.

washed out. The graph of Fig. 13 is the correlation of the
temperatures of both types of ion crystals. It is clear that there
is a linear dependence at least in this low-temperature area,
and the temperature of the sympathetically cooled molecular
ions is reflected in a simulated image of laser-cooled ions.
Thus the present results show that the temperature of
sympathetically crystallized ions can be deduced from a CCD
image of a laser-cooled ion crystal by interpreting the MD
simulations.

The sympathetic crystallization of lighter ions, such as
H2

+ and He+ [39], never succeeded in the present simulation
using Ca+ coolant ions, since the difference between the
trapping parameters is very large. To systematically show
this phenomenon, the MD simulations of sympathetic cooling
of 20 M+ ions by 60 40Ca+, 24Mg+, and 9Be+ cooled ions
were performed. The upper and lower graphs of Fig. 14
show temperatures of coolant and sympathetically cooled
ions, respectively, versus the mass number of sympathetically
cooled ions. We find that there is a lower limit of the ion mass
to achieve the sympathetic crystallization by each coolant ion.
These limits possibly vary with the numbers of coolant and
sympathetically cooled ions. The bumps of the upper graph
(for example, the bump around the mass number 10 of the Ca+

case) correspond to the shoulders of the lower graph, where
the sympathetic cooling becomes effective and the molecular
ions heat the coolant ions. It is to be noted that the rf heating
effect is not included in Fig. 14. Thus, it is expected that an
experimental TSC is much higher than that of Fig. 14(b) for
noncrystallized light sympathetically cooled ions.

To summarize, the present simulation indicates that it is
possible to determine the number of NH3

+ ions that are
included inside hollow cylinder Ca+ crystals by compared
observed images with simulated ones especially for relatively
small ion crystals. The possible accuracy is at least ±10 ions in
Fig. 12. Note that a visible difference of the simulated images
is dependent on the temperature of ions, the trapping voltages,
and the numbers of ions. In an experiment, the accuracy
might be limited by the spatial resolution of an observed CCD
image. We also show that it is possible to deduce the ion
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FIG. 14. Sympathetic cooling of 20 M+ ions by 60 40Ca+, 24Mg+,
or 9Be+ cooled ions, respectively. The graphs show temperatures
of (a) coolant ions and (b) sympathetically cooled ions versus the
mass number of sympathetically cooled ions. The rf parameters are
f = 5.65 MHz, Vz = 2.0 V, and Vac = 250 V for Ca+, Vac = 150 V
for Mg+, and Vac = 56.3 V for Be+, where the trap parameter q is
0.078 for each ion species. The temperature of the virtual very light
atoms is set to 4 mK.

temperature of sympathetically cooled ions from the CCD
image of laser-cooled ions. When needing to cool lighter
atomic and molecular ions by the sympathetic cooling method,
the lighter coolant ions must be used. It is worth mentioning

that MD simulations and studies of the phase transition of
multispecies crystals including sympathetically cooled ions
are interesting research topics left for the future.

V. CONCLUSION

We have developed a simple and faster-than-usual method
to simulate observed images of ion Coulomb crystals in a linear
Paul trap. As a demonstration, experimentally observed Ca+

ion Coulomb crystals were systematically compared with the
simulated images. In particular, we investigated the production
process of planar Coulomb crystals for a small number of
Ca+ ions. For relatively large ion crystals, we found that
ion losses occur before producing a planar Coulomb crystal.
This fact suggests that a more precise arrangement of trap
electrodes, the control of stray fields, and contact potentials
are necessary to produce a larger crystal disk. For large ion
crystals, we have successfully reproduced the CCD images,
and in doing so determined the ion temperatures and the
number of ions. In addition, a simulation of the sympathetic
cooling of simple molecular ions has also been performed. Our
straightforward simulation method is useful in characterizing
the properties of ion Coulomb crystals as well as describing
the dynamics of sympathetic crystallization over a wide range
of numbers of ions in a linear Paul trap. We are in the process
of extending the method to MD simulations in linear multipole
rf ion traps. The application of this technique to the study of
ultracold molecular or atomic ion-polar molecule collisions
using sympathetic crystallization and a Stark velocity selector
will also be performed in the near future; such sympathetically
cooled ion crystals have already been detected in the cryogenic
linear octupole ion trap [31].
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