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Examining the feedback signals used in closed-loop control of intense laser fragmentation of CO*
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A closed-loop feedback system is used to determine the optimal pulse shapes for manipulating the branching
ratio of carbon monoxide following ionization by an intense laser pulse. We focus on manipulating the C*
+0 and C+O* branching ratios of excited states of transient CO*. The feedback control system consists of a
high resolution time-of-flight spectrometer coupled via a genetic feedback algorithm to an acousto-optical
programmable dispersive filter that is incorporated into the ultrafast laser system. Using the spectrometer
resolution to distinguish dissociation pathways and select a specific pathway to drive the algorithm, we are able
to demonstrate enhanced control of some fragmentation channels. Principal control analysis indicates that the
more specific feedback results in numerically simpler optimal pulse shapes. The combination of a more specific
target and reduction in pulse complexity could lead to more straightforward investigations of the control
mechanism. Analysis of the pulse shapes in conjunction with measurement of the fragment kinetic energy
release distributions obtained from the optimized laser pulses is used to probe the dissociative ionization

mechanisms.
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I. INTRODUCTION

Over the last decade, manipulation of atomic and molecu-
lar dynamics using shaped ultrafast laser pulses has become
more common [1-13]. Due to the complexities of the inter-
action between the target atom or molecule and the intense
laser field, it is difficult to make an a priori determination of
the specific laser characteristics that will maximize the de-
sired result. Furthermore, shaping methods using devices
such as spatial light modulators [14] or acousto-optical
modulators [15,16] allow for vast variation of the phase and
amplitude parameters that constitute a pulse. A systematic
search of the full parameter space is generally prohibitively
difficult. Consequently, feedback algorithms [17-19] are of-
ten employed to arrive at the optimally controlling laser
pulse. Genetic algorithms (GA) [20] are the most commonly
used search optimization methods, although other techniques
have been suggested (e.g., Ref. [21]). While these algorithms
are powerful tools for searching a multidimensional phase
space, they often produce complicated pulse shapes that
yield only limited information about the control mechanism.

To further complicate this problem, the optimal fields are
often not unique [9], and groups of solutions may form a
continuous surface in the multidimensional phase space
[22,23]. In addition, more sophisticated multiobjective algo-
rithms are appearing [29,30], which can generate additional
complexity in the pulse shapes. Gaining mechanistic insight,
therefore, is difficult. There have been only a few reports of
success at deconstructing the optimal laser pulse and thereby
recovering information about the dynamics involved in the
interaction [24-28]. If recent proposals to create quantum
logic gates using tailored ultrafast laser pulses [31,32] are to
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be realized, however, a repeatable, robust approach to obtain-
ing optimal pulse shapes will be needed. Developing these
robust approaches will likely depend upon gaining a deeper
understanding of the control mechanism(s).

In this article, we examine this problem within the frame-
work of selective molecular fragmentation. A number of pre-
vious experiments have demonstrated closed-loop control of
molecular fragmentation [2,3,5,9,10,13,24,33-41], typically
using time-of-flight mass spectrometry (TOFMS) to obtain
the feedback signal for the algorithm to maximize. As near as
we can determine, in each of these cases, the feedback signal
included an entire molecular ion species, identified by the
mass to charge ratio (m/q) of the ion. This is understandable,
especially when examining larger molecules, because in
these cases the spectrometer must often be configured to de-
tect a wide range of m/g. In the case of the Cg, experiment
[10], for example, the detected ions ranged from at least Cy,
to Cjy, a range in m/q of 528.

On the other hand, it is known that even in the simplest
case of H,, dissociative ionization that includes a H* ion in
the final state may occur from double-ionization, ionization-
excitation [42], or ground-state dissociation [43]. Under the
right conditions, TOFMS techniques can distinguish these
channels [42,43], and there are examples of even higher res-
olution techniques [44]. Given this background, we investi-
gate the following question: How is the control affected if
only a subset of a particular m/q species is used as the feed-
back signal?

In our experiments, shaped intense laser pulses are used to
control the fragmentation branching ratio of carbon monox-
ide. The selection of this target is something of a compro-
mise: It is more complex than the previous H, example, and
given the competition between dissociation pathways in the
case of multiple ionization, it should offer a reasonable chal-
lenge for the GA. It is, however, still a fairly simple diatomic
for which potential energy calculations exist for CO*, CO**,
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and CO>* [45-49]. With an ionization potential of 14.014 eV,
the optimal pulse will require substantial intensity to ionize
and fragment the parent molecule. Carbon monoxide has also
been a popular heteronuclear target for intense laser studies
in the past (e.g., Refs. [50-56]), and we hope that insight
gained from these previous studies may be applied to the
interpretation of the shaped pulse results.

In this article, we report on how the degree to which the
molecular fragmentation may be controlled depends on the
exclusion of certain fragmentation channels from the feed-
back loop. Specifically, we alternate between the inclusion of
C* and O* fragments from all possible transient CO?* and
selecting only fragments that originate from CO*. The ex-
perimental setup is described in Sec. II. Section III includes
the results and our analysis, including an examination of the
relative pulse complexity for different feedback signals. Fi-
nally, we offer some explanation for how the inclusion of
more fragmentation pathways influences the control mecha-
nism.

II. EXPERIMENT

Our experimental setup consists of an ultrafast laser sys-
tem with a pulse shaper, a high-resolution time-of-flight mass
spectrometer, and a computer control that links them together
and contains the genetic algorithm that uses the feedback
signals to determine the optimal pulse shapes. The laser
pulses are provided by a Ti:sapphire laser system based on
chirped pulse amplification techniques. The output of the la-
ser has a center wavelength of 790 nm, a pulse energy of 1
mJ, and a repetition rate of either 1 or 1.5 kHz. The band-
width of the laser pulse is 30 nm, which results in a near
Fourier transform-limited pulse duration of 35 fs full width
at half maximum (FWHM). Transmission through the pulse
shaper and the necessary beam transport optics lengthens the
pulse somewhat. As a result, the shortest pulses available in
the experiment are slightly longer.

The pulses are shaped with an acousto-optic program-
mable dispersive filter [57], commonly known as a “DAZ-
ZLER,” which is manufactured by Fastlite [58]. The DAZ-
ZLER is located in the laser system after the oscillator and
stretcher but before the amplifier. The DAZZILER can inde-
pendently control the spectral amplitude and phase for a
large number of spectral components. In practice we divide
up the bandwidth into 16 regions and adjust only the phase in
each of these regions. The phase is linearly interpolated be-
tween the centers of each of the regions by the DAZZILER
software.

The laser is focused by a spherical mirror of focal length
75 mm to a point in the extraction region of a two-stage
Wiley-McLaren [59] style time-of-flight (TOF) spectrometer.
The laser focus is centered in the middle of the 12 mm ex-
traction region, which has a field of 16.3 V/cm. The accel-
eration region is 10 mm long with a field of 127.6 V/cm, and
the drift region is 555 mm and held at ground. The spectrom-
eter is located in an ultrahigh vacuum chamber having a base
pressure of about 5X 10719 Torr. The target CO gas was
introduced into the chamber using a high precision leak
valve so that the pressure could be controlled down to 1
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TABLE I. Summary of experimental results using different fit-
ness targets from the strong-field dissociative ionization of CO. The
“wide” and “narrow” designations refer to the inclusiveness of the
gate settings as shown in Fig. 1. The final column shows the ratio of
the fitness obtained with the optimal pulse to the fitness obtained
with a transform-limited pulse with the same pulse energy.

Pulse energy

Fitness target (mJ) Gate < ;]r:] g
g_ﬁ 0.065 Wide 1.40
S 0.115 Wide 1.17
C*+0
_Ci'0+ 0.100 Narrow 1.08
& 0.065 Wide 1.25
& 0.120 Wide 1.20
C+0O*
@ 0.100 Narrow 1.94
< 0.080 Wide 2.13
c 0.080 Wide 8.23

2+

X 107 Torr. Typical target pressures for the experiment
were in the 10~ or 1077 Torr range. The target CO gas has
the same m/q as N,, but the difference between the back-
ground and experiment pressures minimized the contribution
from residual N, in the chamber. The lack of N?* observed at
laser intensities that produce significant C** and O** frag-
ments verified that N, was not a significant source of ions in
these experiments. While the laser could produce 1.0 m]/
pulse, in these experiments the maximum pulse energy was
usually restricted to around 0.1 mJ/pulse. This translates to a
peak intensity of about 1X 10 W/cm? for a transform-
limited pulse. The beam waist is ~8 um. The laser is lin-
early polarized with the polarization axis along the TOF axis
in most cases. An aperture with a solid angle of 2.2
X 107* sr limited collection of molecular fragments to those
predominately breaking along the TOF axis. Specific condi-
tions for particular measurements are listed in Table I.

Tons were detected by a microchannel plate (MCP) detec-
tor with the signals processed by one of two methods. In the
conventional current mode detection, the analog current was
measured as a function of time relative to a laser initiated
photodiode signal. Gated integrators and boxcar averagers
(Standford Research Systems Model SR250) were used to
record the current from the regions of interest. The time con-
stant of the integration was set at 1000 laser shots, and we
recorded data for about 5000 shots for each trial pulse. These
signals are sent to the control computer for use by the GA.
The entire time-of-flight spectrum is monitored during the
experiment and recorded using a digital oscilloscope. At the
end of an experiment, we typically lowered the pressure in
the chamber and switched to collecting data in pulse count-
ing mode, using a constant fraction discriminator and a mul-
tihit time-to-digital converter. This allowed us to obtain
higher-statistics time-of-flight spectra for detailed examina-
tion.

Our GA was fairly standard for this type of application
and was based upon a freely available GA library [60]. Using
the experimental results as feedback, we employ the GA to
search for a set of laser pulses that best achieve some defined
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target associated with the measured fragmentation branching
ratio. The search algorithm specifies a “genetic code” for
each laser pulse, or “individual.” In our case, the genetic
code consists of the phase delay in each of the 16 spectral
regions discussed above. These values become the 16 genes
on the chromosome that identifies our individual pulses. To
begin the search, a “generation” of 50 or so individuals are
created from random genetic sequences. The fitness of each
individual in the generation is assessed according to its per-
formance in achieving the specified target goal. In these ex-
periments, the target goal is a ratio of different fragmentation
channels of the transient CO™, such as [C*+0O]/[C+0O%]. To
protect against division by zero in the case of no signal, we
add an offset to the denominator of these ratios that is about
10% of the size of the denominator signal when a transform-
limited pulse is present.

Individual pulses are selected to “mate” based upon a
tournament selection operator. Individuals with higher fitness
have a greater chance of being selected for reproduction.
Subsequent generations of pulses are constructed by mating
the identified parents using a two-point crossover operator in
conjunction with a 2% probability of mutation per gene.
These two operators define the genetic code of the offspring.
We also use the elitism operator to add a genetic copy of the
fittest individual into the next generation. The fitness of the
individuals in the subsequent generation is then assessed us-
ing TOFMS, and the process is repeated until the GA con-
verges on a solution. To check for experimental stability, we
record the fitness for a transform-limited pulse between each
generation.

III. RESULTS AND DISCUSSION

A summary of the separate experimental results obtained
for the dissociative ionization of CO?* are listed in Table I.
Control over the branching ratios between different charge
states was fairly easy to achieve, as indicated by the results
of the [C**]/[C*] and [C*]/[C?*] experiments. This is likely
because the GA is simply modulating the intensity by
stretching or narrowing the pulse duration. This, in turn, af-
fects the amount of ionization as C* and C** come from
different levels of ionization. It is more interesting to con-
sider fitness targets that select between different outcomes
involving fragments of the same intermediate charge state.

How does selecting a more specific final state for use as a
feedback signal affect the control process? This topic was
investigated with attempts to control the relative magnitude
of C* and O* fragments. These fragment ions can originate
from several sources, including CO* parent ions (CO*
—C*+0 or CO*—=C+0*) and CO** parent ions (CO*
—C*+0%). Asymmetric dissociation of higher charge states
of the CO?" is less likely and is not a major contribution in
these experiments. With the laser polarization pointed along
the TOF axis, these channels separate, as shown in Fig. 1.
Fragment ions with higher kinetic-energy release (KER) are
shifted forward and backward in time compared to lower
energy fragment ions. Peak identities were verified by com-
parison to ion optics simulations [61] at various spectrometer
voltages.
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FIG. 1. (Color online) Time-of-flight spectra of the strong-field
dissociative ionization of CO. Yields are normalized to the number
of laser shots. (Top) spectra for the Fourier transform-limited pulse
(denoted by the magenta line and labeled as FTL). The nearly over-
lapping thick blue line shows the spectra obtained with the GA
determined optimal pulse for the O*/C* fitness target with wide
gate settings, represented by the solid green and dashed purple lines
surrounding the C* and O* fragments. The pulse energy was 0.115
mJ/pulse in both cases. (Bottom) similar spectra, but with narrow
gates on the GA run. The pulse energy was 0.100 mJ/pulse.

By judicious gating on the TOF spectra, we can experi-
mentally select between integrating all ions of a particular
m/ g or some subset of those ions. This is illustrated in Fig. 1.
In the top panel, the gates on the C* and O" channels are set
wide, while in the bottom case, just the lower KER portion
of the ions are selected. These “wide” or “narrow” gate set-
tings are listed in Table I along with the results for each
experiment. When the wide gate setting was in place, the C*
and O* ions could originate from a variety or sources. With
the narrow gate settings, in contrast, the fitness target in-
volves only uniquely CO* dissociation channels, specifically
[C*+0]/[C+0*] or [C+O*]/[C*+0O].

Somewhat surprisingly, the results indicate that selecting
the more specific fitness target does not always improve the
ability of the GA to maximize the desirable result. Wide
[C*/O*] gates, including all of the C* and O* fragments,
produced higher fitness yields than did the more specific
[C*+0]/[C+0"] target, which produced a fitness yield only
slightly above the level achieved by a transform-limited
pulse. On the other hand, when optimizing O* yield, the
optimal pulse produced a fitness yield of nearly double the
transform-limited pulse for [C+O*]/[C*+O] but only about
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FIG. 2. (Color online) Simulated FROG image for various op-
timal pulses. (Top left) O*/C* optimization with wide gates and
0.115 mJ/pulse. (Bottom left) narrow gate settings and 0.100 mJ/
pulse for the same O*/C* fitness target. (Top right) C*/O* optimi-
zation with wide gates and 0.120 mJ/pulse. (Bottom right) C*/O*
optimization with narrow gate settings and 0.100 mJ/pulse.

a 20%—-25% gain over the transform-limited value with wide
[O*/C*] gates.

To better understand these results, we examine the char-
acteristics of the optimal pulses. Using the measured band-
width of the pulse before and after the DAZZLER and the
phase values contained in the genes of each pulse, we con-
struct simulated images that mimic the output of a polariza-
tion gate frequency-resolved optical gating (FROG) [62].
The optimal pulses for the [C*/O*] and [C*+O]/[C+0O"]
experiments are shown on the right panels of Fig. 2. In this
comparison, it appears that the more specific fitness target
results in a nearly transform-limited optimal pulse and thus
makes it clear why the optimal pulse fitness did not exceed
the transform-limited value.

The [O*/C*] and [C+O*]/[C*+0O] optimization results
are more interesting. In this case, the GA must find a com-
promise between two competing trends. First, previous ob-
servations have shown that longer pulses tend to produce
more fragmentation [12]. On the other hand, as shown in Fig.
3, the [C+0O™] states have a higher potential energy than the
[C*+0] states at the separate atom limit [46,47], and this
trend continues for asymmetric dissociation from higher
charge states. Thus, lower intensity should favor C* produc-
tion. When examining the differences in the TOF spectra
obtained using the optimized and transform-limited pulse, it
is apparent that the best pulse slightly increases the OF yield
in some of the higher KER peaks while keeping the same
peaks in the C* channels nearly constant. The pulse, shown
in the top left panel of Fig. 2, is more complex than the
pulses obtained in the [C*/O*] experiments but still seems to
retain a fair amount of intensity.

In contrast, when the gates are narrowed so only the low
KER fragments are included, effectively selecting the more
specific [C+0O*]/[C*+0O] fitness target, the TOF spectrum
(shown in the bottom panel of Fig. 1) shows that the best
pulse retains the yield in the central low KER O* peak while
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FIG. 3. (Color online) Potential energy curves for CO [45] and
various states of CO™ [46,47]. The red arrow schematically repre-
sents the ionization step.

reducing the yield in the corresponding region of the C*
fragments. Examination of the pulse characteristics in the
bottom left panel of Fig. 2 shows that the pulse is lengthened
compared to the pulse obtained with wide gates and seems to
have gained complexity. When considered from the point of
view of a simple argument based upon intensity, this is a
surprising result. The optimal pulse appears to have found a
method that continues to populate the higher lying [C+O™]
states while suppressing the lower lying [C*+O] states. With
the narrow gates, the optimal fitness was nearly double the
transform-limited result, while the wide gate settings resulted
in only a 20%-25% gain.

Our results seem to be mixed. In one case, the more spe-
cific fitness target resulted in increased control, but in the
other it did not. Visual inspection of the optimal pulse shapes
would suggest that the narrow gates decreased the pulse
complexity (Fig. 2) but the opposite result was true when the
inverse ratio was the fitness target. Visual inspection, how-
ever, may not be the best measure of complexity in this situ-
ation, as some of the optimal pulse may be superfluous. In
addition, when the TOF data is examined in conjunction with
the potential energy curves shown in Fig. 3, some additional
information about possible mechanisms may be extracted. In
the next subsections, we examine the pulse shapes and the
ion signal information in more detail.

A. Pulse shape analysis

As described previously [9,63], principal control analysis
(PCA) [64] may be applied to closed-loop control in an at-
tempt to determine how much of the complex pulse shape is
important. The first step in PCA is the construction of the
covariance matrix of the set of pulse shapes in the search

Cij=(88) = (6)(5)), (1)

where 6,=x;,,—x;, i=1,...,n—1 are the nearest neighbor
phase differences, x; is the ith gene value, and # is the num-
ber of genes in each individual. The averaging is performed
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FIG. 4. (Color online) Eigenvalues of the covariance matrices in
descending order for the O*/C* (top) and C*/O* (bottom)
optimizations.

over all individuals in the population. After the covariance
matrix is constructed, its eigenvectors, 7js and eigenvalues,
A;, are calculated. The eigenvalues are a measure of how far
the algorithm moved along that eigenvector during its search.
The PCA method assumes that the principal control direc-
tions (PCDs) are those control directions having the largest
eigenvalues. When expressed in the eigenvector basis, the
control directions are uncorrelated, and each eigenvector is
an independent control direction. The eigenvectors obtained
for several of the present measurements are shown in Fig. 4.
In each case, many of the 15 eigenvectors seem to have
relatively small eigenvalues. Interestingly, the apparently
complex pulse shapes produced in attempts to enhance the
O* yield and reduce the C* yield (shown on the left side of
Fig. 2) seem to have fewer large eigenvalues than the pulse
shapes designed to optimize the opposite ratio.

A further measure of the importance of each eigenvector
[9] may be found by calculating the correlation of the pro-
jections of the pulse shapes onto the eigenvectors, #;, with
the pulse shape fitness, f,

B, = ((nf) =m0y 0p )

where Ty and o represent the standard deviations of their
respective subscripts. The best GA solutions for each mea-
surement can then be projected onto the k<n PCDs, i, thus
reducing the dimension of the control space and producing
the essential pulse, E;‘:lnjuj(w).

The results of the correlation with fitness are shown in
Fig. 5. Excluding the primary eigenvector which PCA as-
sumes should be the most important control direction, the
wide gates produce a larger number of eigenvectors that cor-
relate with fitness. The implication is that it takes a larger
number of control directions to parameterize the optimal
pulse when a more general fitness target is employed. The
effect is not large: the average correlation with fitness for the
remaining 14 eigenvectors in the C*/O" cases is 0.11 with
narrow gates and 0.14 with wide gates. For the O*/C* ex-
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FIG. 5. (Color online) Absolute value of the correlation with
fitness as a function of PCA eigenvector, 7;. (Top) comparison of
O*/C* optimizations with different gate settings. (Bottom) com-
parison of the C*/O" optimizations with different gate settings. In
both cases, the wide settings produce more principal control direc-
tions that correlate with the fitness. The eigenvalues are ordered as
in Fig. 4.

periments, the corresponding numbers are 0.040 with narrow
gates and 0.044 with wide gates.

The trend, however, is consistent. The same measure-
ments conducted at lower pulse energy give similar results.
Extending to a different channel, we examined the optimiza-
tion of [CO**]/[C*+0™*] with the laser polarization parallel
to the TOF axis of the spectrometer [65]. In this configura-
tion, we set our gates on C* fragments initially directed to-
ward the detector and O* fragments initially moving away
from the detector. The fitness gain was similar to the wide
gate settings, which collected all of the C* and O* fragments.
In all cases, narrow gate settings resulted in pulses that re-
quired fewer PCDs to describe their essential character than
pulses optimized with wide feedback gates.

Ideally, the essential pulse will contain the necessary traits
while minimizing irrelevant features. The extent to which
this is true in a mathematical sense can be calculated with the
preservation formula Pj:Z;f:ln?(w). These essential pulses
may then be programmed into the DAZZILER and the fitness
(f) of these pulses verified experimentally. Figure 6 shows
the results of this analysis for the [C+O*]/[C*+O] optimi-
zation target (the corresponding optimal pulse is shown on
the bottom left of Fig. 2). Even with only one principal con-
trol direction, in this example, about 90% of both the pulse
characteristics and the pulse’s ability to control the fragmen-
tation are retained. This result might cause one to wonder
about the usefulness of PCA. If the pulse preservation and
pulse fitness essentially track each other, it would indicate
that there are few superfluous characteristics for PCA to
eliminate. Is this a general trend?

Figure 7 demonstrates the relationship between pulse
preservation and fitness for all four measurements shown in
Fig. 2. This analysis shows that at least in the case of the
[C*+0O]/[C+0*] experiment in the top panel, the pulse fit-
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FIG. 6. (Color online) FROG reconstruction of essential pulses
for the [C+O*]/[C*+ O] target for one PCD (left) and five PCD
(right). The FROG plot with all PCD is shown in the bottom left
panel of Fig. 2. The mathematical preservation of the 1 PCD recon-
struction is 0.90 and 0.93 for the five PCD reconstruction. The
corresponding measured relative fitness values are 0.90 and 0.96, as
described in the text and shown in Fig. 7.

ness can be considerably higher than the pulse preservation.
Furthermore, it seems that a single control direction is
enough to retain over 90% of the fitness in each case. Thus,
PCA seems effective at eliminating extra features from a
pulse while allowing the pulse to still be reasonably effec-
tive. The degree of extra features in the pulse, however,
seems rather variable. Most of our pulses could be expressed
with only a few control directions.

To briefly summarize the key information obtained from
the pulse shape analysis: (1) more specific feedback gates
seem to result in a statistical reduction in the pulse complex-
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FIG. 7. (Color online) Comparison of the mathematical preser-
vation of pulse characteristics, P;, (red circles) and the measured
fitness for essential pulses (black squares) listed as a function of the
number of principal control directions included in the essential
pulse. The four measurements shown correspond to the four mea-
surements shown in Fig. 2. The fitness values are normalized to the
measured value obtained with the complete pulse (equivalent to 15
PCDs). Values of more than 1.0 most likely indicate scatter in the
data rather than a significant enhancement of the fitness value.
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ity. In all cases, this was a small effect. Even with the more
specific target, the GA may need to identify a pulse that can
compensate for intensity variations over the focal volume of
the target, and thus some complexity is unavoidable. The
combination of more specific target and a limited reduction
in pulse complexity may, however, lead to more straightfor-
ward investigations of the control mechanism in some cases.
(2) Principal control analysis is able to produce pulses with a
reduced number of control directions that achieve fitness lev-
els comparable to the fitness using all the control directions.
The amount of “extra” characteristics in the optimal pulses
varies from measurement to measurement, but we did not
observe any “essential” pulse that produced an experimental
fitness that was significantly less than the extent to which the
pulse characteristics had been preserved.

B. Ion signal analysis

In addition to simple identification of the ions produced
by the laser pulses, the TOF measurement yields some infor-
mation about the dynamics of the fragmentation. For our
spectrometer, the KER from multielectron dissociative ion-
ization can be determined from the potential on the extrac-
tion plate of the spectrometer, V,, the potential on the accel-
eration plate, V|, the distance between the plates, d, the mass,
m, the charge of the ions, ¢, and the time difference (At)
between the forward and backward traveling ions [66]. The
complete formula is

(Va=V)?
E,= ﬁq%ﬁ. (3)
The time-of-flight spectra, shown in Fig. 1, have several
peaks for each ion species. It is interesting to note that the
peak locations (and hence the peaks of the KER distribu-
tions) remain approximately constant irrespective of whether
the molecules are irradiated by a transform-limited or shaped
laser pulse. The relative area of the various peaks does
change, so by understanding the origin of the different peaks
we might be able to determine something about the mecha-
nistic changes caused by the different pulse shapes.

One way to model the KER from these processes is Cou-
lomb explosion (see, for example, Refs. [28,55,67]), in
which

o (4)

where R, is the equilibrium internuclear separation and p and
q are the charge states of the carbon and oxygen atoms,
respectively. A number of experiments involving diatomic
molecules in approximately similar laser fields (e.g., Refs.
[68,69]) have found KER values that are lower than ioniza-
tion at R, would predict. A more likely process is multielec-
tron dissociative ionization, which is frequently modeled
with a field ionization Coulomb explosion picture
[55,69-71]. In this picture, CO* is produced on the rising
edge of the laser pulse [72,73], and the molecular ion
stretches as the field increases. Ionization to CO** (or higher
charge states) is enhanced at some critical internuclear dis-
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TABLE II. Comparison of peak values of the KER distributions
from the time-of-flight measurements and the expected KER values
given by the Coulomb explosion model at R, (Eq. (4)) and R,. (Eq.
(5)) (see text). The KER values are listed in eV. In Eq. (5), R,
=7.9 atomic units.

Channel
Fragment .9 Ry R. Experiment
(o (1,1) 7.30 3.30 4.2
(1,2) 14.6 5.27 7.5
c (2,2) 29.2 9.20 14.5
o* (1,1) 5.48 247 33
2.1) 11.0 3.95 7.0
o (2,2) 21.9 6.90 10.7

tance, R.. For diatomic molecules with an odd number of
electrons, R,=4.07/1, [74,75], where I,, is the ionization po-
tential. The KER can then be approximated by the charge
state and the separation of the nuclei at the time of ionization
[52,55],

1 1

_IfL 1) pe
Ek(p’Q)_4<RO RC) + RC- (5)

Using Eq. (3) and conservation of momentum, we can com-
pare the experimental results with the models described by
Egs. (4) and (5). The comparison is illustrated in Table II.

Our experimental results uniformly fall between the pre-
dictions of the two models. Examination of Fig. 1 shows that
the peaks are relatively broad, and this suggests that the most
likely explanation for the results shown in Table II is that the
experiment lacks the resolution to clearly distinguish be-
tween dissociation channels from the same CO%*. The results
can also indicate, however, that the pulse shapes are produc-
ing more complex behavior than is described by either
model.

Thus far, the ion signal analysis has ignored the dissocia-
tion channels (C*+O or C+0") targeted for enhancement
with narrow feedback gates. The models discussed above are
for multiple ionization rather than dissociative single ioniza-
tion. We can, however, determine the KER distribution for
these events in which only one fragment is charged. This
technique, as derived by Schifer et al. [76], uses the shape of
the time-of-flight spectrum to derive the KER,

2n_dft

(gE)? dt (6)

PLE(1)] =
where E is the electric field in the extraction region, and f(z)
is the number of fragments as a function of their time of
flight, . The E; distribution for O* fragments, which because
of their low energy originate predominately from the [C
+0%] channel, is shown in Fig. 8. Both the E; distribution
obtained with the transform-limited pulse and the pulse op-
timized with the [C+O*]/[C*+0O] target show a similar peak
at very low energy. This peak, with a FWHM of around 50
meV, is only slightly above the room temperature thermal
distribution. The rest of the distribution, however, is clearly
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FIG. 8. (Color online) The E; distributions for O* fragments
produced by a transform-limited pulse (thin red line) and the pulse
optimized to enhance [C+O*]/[C*+0O] (thick blue line). The opti-
mal pulse is shown in the bottom left panel of Fig. 2. This low-
energy portion of the E; spectrum shows the dissociation from the
CO" ion. The inset shows a magnification of the low-energy peak.

different. The transform-limited pulse produces a wider E;
distribution at somewhat higher energies than the E, distri-
bution from the optimized pulse.

The potential-energy curves (see Fig. 3) are of some use
in trying to understand this information. The available litera-
ture shows that the lowest energy curve of CO* dissociating
into C+0O* is the 123 state [47], which dissociates into
C(°P)+07(*S) at the separate atom limit. This curve is very
strongly repulsive, even at internuclear distances (R) of
greater than 2 a.u. It also has a shallow minimum near R
=2.5 a.u. and then is very nearly flat at larger R. Given the
steepness of the curve at small R, it seems unlikely that a
direct ionization mechanism [77,78] would produce the nar-
row, near zero-energy dissociations observed in Figs. 1 and
8. On the contrary, a reflection of the initial nuclear wave-
packet onto the CO* I %3 state after a nearly vertical transi-
tion should produce a very wide KER distribution. An elec-
tron rescattering mechanism [79] in which the returning
electron excites an electron from a lower lying CO* state to
the C+O" final state is also unlikely for the same reasons.
The ~2/3 of a laser cycle delay, where the mechanism
peaks, allows very little time for the CO* to stretch, and
therefore the excitation would still land on a steep region of
the CO* I3 curve and result in relatively high KER.

How then does one reach a curve that dissociates to the
C+O* limit and falls apart very slowly? The answer would
seem to be some sort of multiple-step process, as illustrated
in Fig. 9. One possibility is that a direct ionization to a C*
+0O curve is followed by, after stretching to a larger R, a
subsequent excitation to either the CO* I 23 curve or a curve
that crosses that state as illustrated in Fig. 9(a). These sort of
events probably would have a KER greater than zero, but it
is not unreasonable to suppose that they might make up the
higher energy portion of the KER distribution shown in
Fig. 8.
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FIG. 9. (Color online) Schematic diagrams illustrating possible
ionization mechanisms leading to [C+O%]. (a) A multistep process
in which a direct ionization to an excited electronic C*+O state is
followed by propagation of the wavepacket to larger R and then
excitation to the C+O™ final state. (b) Initial ionization to a highly
excited rovibrational state of CO* followed by excitation to the C
+0" final state at large R. Given the length of our pulses, it is
possible that the CO* might oscillate more than once prior to the
excitation. An alternative path, noted by the thin blue arrow, would
have the excitation to the C+O" final state occurring during the
dissociation of a metastable CO* state.

To dissociate with near zero energy, the CO* I %3 state
would have to be populated at large R. Essentially, just be-
fore the outermost electron must decide which atomic center
to stay with, it would gain enough energy to reach the higher
C+0O" state. In turn, this indicates that the CO* must stretch
some distance, suggesting that the CO* is in a high lying
vibrational state prior to the excitation to the C+O™" final
state, as illustrated in Fig. 9(b). Another possible route would
be from the dissociating metastable CO* state, as indicted by
the thin blue arrow in Fig. 9(b).

The idea that rovibrational excitation can lead to dissocia-
tion has been around for some time. Chelkowski and col-
leagues speculated that a negatively chirped pulse could take
advantage of the molecular anharmonicity, thereby leading to
dissociation [80]. The chirp direction on our pulses, however,
seems to be predominantly positive and hence in the wrong
direction for this explanation. There have been more recent
calculations showing that manipulation of the rovibrational
excitation of CO is possible with shaped laser pulses [32,81],
and the suggested pulses are typically about 1 ps long, albeit
at somewhat different frequencies than we are using. Repro-
ducing the general character of these pulses in the time do-
main is within the capabilities of our laser system. Combined
with the KER analysis, it seems reasonable to assume that
the C+O* channel is being populated from excited rovibra-
tional states at large R.

C. Possible control mechanisms

In Secs. III A and III B, we have presented a number of
facts about the laser pulse shapes that selectively fragment
carbon monoxide. This analysis does not produce incontro-
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vertible evidence pointing to a particular control mechanism
in any of the cases we have examined. In this subsection, we
will indulge the temptation to speculate about possible con-
trol mechanisms based upon this circumstantial evidence. We
will consider the four cases shown in Fig. 2.

O*/C* (top left of Fig. 2): this target is the most compli-
cated and produces a complex pulse. Since states that pro-
duce O™ are nearly always higher in energy than states that
produce C*, direct ionization will tend to favor the lower
lying states that lead to C*. Even if there is enough intensity
to reach the O* states with a transform-limited pulse, when
the signal from the entire focal volume is considered, it is
difficult to see how the O* yield could exceed the C* yield.
The obvious alternative is to lengthen the pulse to encourage
indirect mechanisms. Too long of a pulse, however, will tend
to decrease the intensity as well, also favoring C* produc-
tion. Maintaining some intensity is key, since the feedback
includes both multiple ionization states.

At ~50 fs, the transform-limited pulses in this experi-
ment are already long enough to stimulate indirect ionization
processes [56]. It is possible, however, that the time structure
in the optimal O*/C* pulses further increases the indirect
ionization pathways. Examination of a plot of intensity vs.
time for this pulse shows regular maxima following the cen-
tral peak at intervals of approximately 100 fs. This duration
could match the round trip time for a wavepacket in a highly
excited vibrational state of the CO*.

[C+O™]/[C*+0] (bottom left of Fig. 2): the localization
of the feedback gate on a specific channel allows the GA to
ignore what is happening in the multiple ionization channels,
and we note from Fig. 1 that the increase in fitness is caused
by a drop in the C* yield while the O" dissociation channel
maintains the level obtained with a transform-limited pulse.
As discussed above, the KER information suggests that the
final step to the dissociative state happens after the molecular
ion has stretched significantly in the field. In the time do-
main, the optimal pulse contains many smaller subpulses.
The spacing is not particularly regular, although it appears
much more regular when only one PCD direction is in-
cluded, as shown on the left side of Fig. 6. The combination
of the time structure over a long duration and the very low
KER observed in Fig. 8 makes it plausible that this pulse is
depleting population from states leading to C*+O and shift-
ing the population to the C+O™" final state. It is likely that
this occurs at large R.

C*/0" (top right of Fig. 2): the pulses that optimize the
C* yield are somewhat easier to understand. As mentioned
previously, direct ionization pathways will generally tend to
favor C*. Furthermore, longer pulses tend to produce more
fragmentation [12]. The algorithm therefore settles on a
fairly intense pulse with some chirp, increasing both the
yield of C* and the ratio of C*/O".

[C*+0]/[C+0O*] (bottom right of Fig. 2): with the con-
dition that only the single ionization channel is included, the
longer pulses tend to enhance the O* yield via the mecha-
nism described above. So the algorithm simply can decide to
eliminate the chirp and finds that a nearly transform-limited
pulse is the best solution.

It is worth noting that in the four cases above, our specu-
lation about the control mechanisms seems to be better sup-

063402-8



EXAMINING THE FEEDBACK SIGNALS USED IN...

ported for the narrow gate settings which limit the number of
possible final states. It is also worth recalling that this in-
crease in clarity regarding the fragmentation mechanisms
does not always come with a corresponding increase in the
amount of control. We are, in effect, restricting the informa-
tion available to the algorithm. Nevertheless, in seeking to
better understand this method of coherent control, it is an
interesting comparison to examine.

IV. SUMMARY AND OUTLOOK

Using carbon monoxide as a testing ground, we have ex-
amined how the specificity of the feedback signal influences
the outcome of closed-loop control experiments. Selecting a
more specific fitness target did not uniformly improve the
level of control in these measurements. Using PCA, how-
ever, we observe a small but consistent tendency toward
fewer principal control directions being needed to describe
the essential characteristics of the pulse that optimized the
more specific fitness functions. In short, more specific targets
result in slightly simpler optimal pulse shapes. In addition,
we verified that the essential pulses constructed using the
PCA method replicated the majority of the control obtained
with the complete optimal pulses.

Analysis of the high-resolution time-of-flight data for
hints about the dissociative ionization mechanisms was in-
conclusive for the fragments originating from higher charge
states of CO?*. The location of the peak of the KER distri-
butions suggested that the final ionization step happened at
some point between R, and R, or that our data contained a
mix of several processes that we were unable to fully re-
solve. For the feedback focused on the dissociation of CO™,
however, the KER data was more revealing, indicating that
the O* final states had small KER values. This leads us to
believe that these states were populated by an indirect ion-
ization mechanism at large R. The tendency of the pulses
tailored to enhance O* yield to be longer in duration than the
pulses designed to produce more C* is consistent with this
idea. While not conclusive, the combination of pulse shape
analysis and TOF+KER data allowed us to come up with
plausible explanations about the mechanisms behind the op-
timal pulse shapes.

In fact, because CO is a relatively simple target system, it
may even be possible to carry out a more rigorous theoretical
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treatment of the interaction between the shaped pulse and the
molecule. On the experimental side, there are several meth-
ods that could be used to make the feedback more specific
and/or probe the optimal control mechanisms that have been
identified using TOF. An imaging technique [82], such as
velocity map imaging (VMI) [83,84], could provide both an-
gular information about the dissociating fragments and
higher resolution KER information, especially for the more
energetic ions. Furthermore, VMI is fast enough to incorpo-
rate directly into the feedback loop. A drawback to both TOF
and VMI feedback is that they are uncorrelated. While using
an event mode momentum imaging system [85,86] in the
feedback loop itself would probably be too slow, it might be
possible to correlate TOF signals (e.g., [C*+0*] from CO**)
and then use the momentum imaging to examine the optimal
pulses. It will be interesting to see if the incorporation of
even more specific targets into feedback loops, whether by
using coincidences in the time-of-flight measurement or in-
corporating additional momentum components from the dis-
sociating ions into the feedback signal, will continue the
trends reported here.

The difficulties in understanding the mechanisms under-
lying these closed-loop control methods have been docu-
mented previously [9]. In this article, we report some small
steps toward obtaining a more complete understanding of
how control is achieved in a diatomic system. While future
steps may continue to be challenging, our results suggest the
barriers to deconstructing the optimal pulse shapes to reveal
the control mechanisms may not be intractable.
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