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General formulation for direct evaluation of the local field amplitude
and transition amplitude based on the Fredholm determinant
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We develop a determinantal method in a quantum scattering system for direct evaluation of various quan-
tities including the local field amplitude and transition amplitude (S-matrix element). This method is applicable
to multichannel elastic and inelastic scattering systems without rearranging the particles. The underlying
principle of our formulation is that requested information can be extracted from a wave operator without
solving the wave equation. The wave operator is the master operator maintaining all of the information about
a system; the determinant of the inverse wave operator is just the Fredholm determinant. In the 1960s, a similar
determinantal method was developed for the S-matrix element or equivalently the far-field amplitude of the
wave function. Until now, however, no determinantal method for near-field quantities existed, although de
Broglie and electromagnetic near fields are observable using scanning probe microscopes. Additionally, we
prove that our formula for S-matrix element covers the known formula (the Le Couteur-Newton formula).
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I. INTRODUCTION

Prior to the 1980s, there was no clear way of investigating
de Broglie and electromagnetic near fields because no
method existed to observe them. All scattering experiments
had been performed using far-field observations, and in view
of scattering theory, the central role was played by the §
matrix, which represents the transition amplitude and far-
field amplitude simultaneously. It was Wheeler [1] who in-
troduced the S matrix and evaluated it using the Fredholm
determinant. He treated a nuclear collision problem and used
the Fredholm determinant to assign a bound state. In Wheel-
er’s scheme, one can calculate S-matrix elements directly
without solving the wave equation and without knowing the
near field. Following from this work, a systematic procedure
was established. Le Couteur [2] expressed the elements of
the S matrix in terms of a single function of channel wave
numbers and derived a substitution rule. Newton [3,4] sub-
sequently identified Le Couteur’s function as just the Fred-
holm determinant in wave number representation.

During the 1980-1990s, various scanning probe micro-
scopes were developed to observe de Broglie and electro-
magnetic near fields including the scanning tunneling micro-
scope [5], atomic force microscope [6,7], and scanning near-
field optical microscope [8,9]. The near fields are calculated
theoretically by solving the Schrodinger equation and Max-
well’s equations. In principle, however, effort expended on
constructing a solution beyond the near-field region of inter-
est is wasted, and in contrast to far-field theory, no determi-
nantal method exists to evaluate near-field quantities. Re-
cently, the enhancement of de Broglie and electromagnetic
near fields has attracted great interest, such as in systems
with nanocontacts [10,11] and local plasmons [12]. A deter-
minantal (direct) method is desirable in such systems and
will be useful to explore the optimal parameters to enhance
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the near-field amplitude at a desired position.

Here, we present a general determinantal formulation for
direct evaluation of various quantities related to both near
and far fields such as the local field amplitude and the
S-matrix element. Our formulation is developed in the frame-
work of formal scattering theory based on the principle that a
desired quantity can be extracted directly from the wave op-
erator, which is the master operator maintaining all of the
information about the system. Using the Fredholm determi-
nant and Cramer’s rule, we derive determinantal formulas
that are effective in multichannel elastic and inelastic scat-
tering systems without rearrangement of particles. Our for-
mula for S-matrix elements leads to the Le Couteur—Newton
formula and both are effective in the space of open channels.
It is still a remaining problem in the determinantal formula-
tion to evaluate S-matrix elements related to closed channels.

There is another approach used to evaluate the matrix
element directly: Green’s function method [13]. This method
is frequently applied to quantum many-body problems in the
scheme of perturbation and renormalization and is not
readily applicable to scattering systems in an exact numerical
scheme.

The outline of this paper is as follows. In Sec. II, nota-
tions necessary for formal scattering theory are introduced.
In Sec. III, determinantal formulas for the local field ampli-
tude, transition amplitude (S-matrix element), etc. are de-
rived on an equal footing. In Sec. IV, applications are dem-
onstrated by numerical calculations of the local field
amplitude in one- and three-dimensional elastic (potential)
quantum scattering systems and by analytical calculations of
the S-matrix element in one-dimensional elastic (potential)
and inelastic scattering systems. In Sec. V, we prove that our
formula covers the Le Couteur—Newton formula. We state
our conclusions in Sec. VI and provide an outlook for future
developments. Appendix A is needed for Sec. II. Appendix B
gives analytical solutions of the problems described in Sec.
IV. Appendix C contains lemmas and the current conserva-
tion law related to Sec. V.
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II. NOTATIONS

In this section, the notation required for the framework of
formal scattering theory on a given energy shell is intro-
duced. Suppose there are scattering fields |k(=)) satisfying
the next Lippmann-Schwinger equation in abstract vector
space,

k(£)) = [k) + GOSVk( +)), (1)

where |k) is the incident field with wave number k of the
traveling particle, V is the scattering potential operator, and

G and G are the retarded and advanced Green’s opera-
tors, respectively, in a system without a scattering potential
[14]. Although the retarded solution, |k(+)), satisfies causal-
ity and is physically acceptable, we also need the advanced
(unphysical) solution, |k(-)), to construct the S matrix. The
formulas in terms of k are easily extended to a system with
any number of spatial dimensions and a field with internal
degrees of freedom such as spinor, vector, and composite
particles. In those cases, one should reconsider k as a set of
adequate labels for channels including a wave number. Equa-
tion (1) is expressed in terms of the Fredholm integral op-

erator F(*),

FOl( =)= k), (2)

F& =1-699), (3)

In contrast, a bound state |B) is a self-excited field without an
incident field, so that the following equation is satisfied [15]:

FHIBy=0, (4)
i.e.,

det F)=0. (5)

Equations (2) and (4) indicate that the Fredholm integral

operator F*) is the master operator determining all the so-
lutions of Eq. (1).

From Eq. (5) it follows that the solutions of Eq. (1) con-
tain at least one bound state in the domain. In practice, a
bound state cannot coexist with scattering states in the same
energy shell because an infinitesimal perturbation would de-
stroy the bound state. Therefore, in this paper, the following
condition is assumed:

det F®) # 0. (6)

The wave operator W) and source operator M) are also
master operators and defined by the following equations:

k(£ )y = WEk), (7)

VIk( £ )y = ME(V]k)). (8)

Equations (7) and (8) indicate that the wave and source op-
erators produce the true field and the true source from the
field and the source in the lowest order Born approximation,

respectively. The wave operator W) was first introduced by
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Mgller [16], and the source operator M s described in our
previous paper [17].

The Fredholm determinant is defined as det 7(*) and sat-
isfies the following relationships under condition (6):

det F*) = 1/det W) = 1/det M), 9)

where the last equality was proved in Ref. [17].
In the entire space, the following conditions are assumed
for normalization, orthogonality, and completeness [18,19]:

(k'lk) = 8(k" = k), (10)
and
k' (£)[k( =)= 6k" —k),
(B/|B>= 53'13’ (11)
(Blk( =)y =(k( = )|B)=0,
and

(= [[akoui= [ aiconece 2 sl (12
B

In Eq. (12), k runs over all the wave numbers belonging to
on- and off-shell states, and if it exists, the inner degrees of
freedom; B runs over all the bound states.

From Egs. (11) and (12), Fredholm integral operator (2)
and wave operator (7) on the Ej shell read

F® = lim J dklk)(k( =), (13)
AEkHO

W = lim fdk|k(r)><k, (14)
AE;—0

where AE, is a small section including the shell energy E|.
Equations (13) and (14) lead to

FE-1 2 pa)f 2 vi/(i)’ (15)

W1 Z o zﬁ(t), (16)

where the superscript ' is the Hermite conjugate.
In terms of the master operators, the scattering operator (S

matrix) and transition operator (7 matrix) are expressed as
[20]

§=wWOrwe, (17)

I =W =M. (18)

The matrix elements of wave and S operators are

KWK = k' [k) + | Fimd(E, - Ey/) +P
E.-E,

XK' | Tk, (19)
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(K'|S|k) = (k' |y = 27K | TO kY S Eyr — Ey),  (20)

where |k) and |k’) are the initial and final states with well-
defined energies E, and E,,, respectively, and |k') possibly
has an off-shell energy, E;/(#E;). P stands for the principal
part as an integral kernel. Equation (19) is proved in Appen-
dix A and Eq. (20) is found in Ref. [21].

In a given energy shell, the S-matrix element (20) has the
divergent factor 8(E; —E;) originating from energy conser-
vation and it is convenient to define the on-shell S matrix,
which has no singularity and directly relates to the far-field
amplitude. For this purpose, k is decomposed into two parts,
E; and ();; the former is the total energy as a function of k
and the latter stands for all the other degrees of freedom such
as solid angle, orbital and spin angular momentums, etc. The
o0 function and integral metric are expressed as

1
<k/|k> =ok" —k) = 5(Ek' - Ek),D_a(Qk’ - Qk)’ (21)
k!
dk = DkdEdek’ (22)
kd—l
D, = w.n. , 23
A (23)

where k,, is the wave number included in the label k and d
is the spatial dimension of the system. D, means the density
of states in the neighborhood of k. From Egs. (19) and (20),
the matrix element of the wave operator has the same type of
singularity as the S-matrix element. Furthermore, the matrix
element of the Fredholm integral operator has the same sin-
gularity due to Eq. (15) or Eq. (16). Therefore, the on-shell
S, Fredholm integral, and wave operators can be defined im-
plicitly through

. A 1
(k'|AlkY = (k' |Aon shenlk) S Eyr — Ek)D— + (finite value),
k,

A =881 F) FET W) Wt (24)

Note that Eq. (24) contains the density of final states, but not
of initial states. In particular, the on-shell S-matrix element
leads to the following expression using Egs. (20) and (21):

(k") Son shenlk) = 8 Qs = Q) = 2 Dk [Tk, (25)

The next relationship between the on-shell S and wave op-
erators is derived from Egs. (17), (22), and (24)

(A=S, W WO:

ko”<k, | (W(_)T)on shell|k”>
Ej shell

XKW el (26)

on

<k’ |‘§on shell|k> =

The inverse of the on-shell Fredholm integral and wave op-
erators are defined by
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f ko”<k, |(A0n shell)_l |k”><k,,|Aon shell|k>
Ej. shell

=f ko”<k’|Aon shell|k”><k"|(AAon shell)_l|k>
Ej shell

= 5(9](/ - Qk) s

A=F&) W), (27)

From Egs. (15), (16), (21), and (24), we may identify the
inverse on-shell operators as

(Fon shell) = F(+)I)on shell = Won )shell’ (28)

Wf); shell) ! (W(+ )on shell_Ff)n )shell (29)

Note that, for example, (F©)7),. g # (F, )T because of
definition (24).

III. DETERMINANTAL FORMULATION FOR VARIOUS
QUANTITIES

In this section, we prove the determinantal formulas in a
unified manner for the local field amplitude and the transition
amplitude (S-matrix element and T-matrix element). As in
the previous section, the formulas presented here are easily
extended to spinor or vector fields in arbitrary dimensional
space. All the determinantal formulas are derived from the
following two lemmas, which are essentially Cramer’s rule
[22] for the solution X; of linear simultancous equations
Y XA;=B; and YA, X;=B; with det A #0 [23]:

detAU.*)B_]
zBf(A_l)ifz det A
Ao Apr Aoy
| Ao Ajye - Ay
= det| By ... By ... B ,
det A 0 k N
Aj+10 Aj+1k Aj+1N
L Ano A Awn |
(30)
etA[.,‘%B_]
E(A ,B; = awA (31)

where A;._5 ) in Eq. (30) and A[.;_p in Eq. (31) are modi-
fied matrices of A; the jth row vector of A is replaced by
vector B! in the former, while the ith column vector is re-
placed by the vector B in the latter. In the following, we
assume that the solutions of Eq. (1) on a given energy shell
do not contain a bound state, i.e., condition (6). Furthermore,
an operator is considered as a matrix with continuous indi-
ces, and lemmas (30) and (31) are applied.
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The local field amplitude is expressed in terms of the
Fredholm determinant and evaluated as follows:

(el (+)) = (x| W)k = f dx' (x| W xYx' |k (32)

det(W(Jr)_l)[.XH(.‘k)] det(ﬁ(+))[.xﬁ<.|k>]
= ~ = (33)
det(WH-1)

det F®

From Eq. (32) to Eq. (33), we use lemma (31) with Eq. (16).
Note that Eq. (33) is effective for both near- and far-field
amplitudes.

In the same manner, the determinantal formula for the

on-shell S-matrix element is derived from Egs. (26), (29),
and (30),

- -1
R det(Wf:]) Shell)[k"%k’l(‘i’(_ﬁ)on shetl )]
<k,|Son she11|k> = 1) 5
det(Wf)n shell)
A4 —1 )
B det(me shell)[k._,<k'|(wg);) )1
det( Wg;) shell)_1
det(Fy) penppo— e FO) )]
- " RNE YN
det Fon shell

One can evaluate Eq. (34), as far as we can construct G5
in Eq. (3). The present formulas are effective for evaluating
matrix elements in the space of open channels because the
basis set is assumed to have real wave numbers. Equation
(34) not only covers the Le Couteur—Newton formula (see
Sec. V) but also has extended applicability to various sys-
tems (see Secs. IV C and IV D).

In the same manner, one can derive determinantal formu-
las for various quantities such as the local scattering potential

amplitude (x|VIk(+))=(x|M®V|k), the local current density
(x|plk(+))=(x|pWH|k) (where p is the momentum operator),
and the T-matrix element (k'|7™|k) with Eq. (18). The de-
terminantal formulas for these quantities are as follows:

(x| VIk(+)) = f dx" (e M@ |x" ) x| Vi)

_det(M N i

35
det(M)1) 53
k(s ) = det( W™ g0 _ det(F ko]
det(WH1 det F®
(36)
N det(M(Jr)_l)[.er(.Mk)]
(k'|TM|ky = (37)

det(M™-1)
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et W Do et it
det(WH1)

The above formulas represent a generalization of our previ-
ous work [17,24], in which we formulated the transition am-
plitude in a one-dimensional potential scattering system. In
Eq. (33) and Eqgs. (35)—(38), the basis set to construct the
matrix elements should be complete over the entire space.
Indeed, all of the k states on and off the energy shell are
needed to calculate Egs. (36)—(38). This is because B in lem-
mas (30) and (31) has no singularity, so that its contractions
with on-shell elements (singular minority) and off-shell ele-
ments (nonsingular majority) of A contribute to the same
order. This situation is different from that of the S-matrix
element; both B and A in Eq. (17) have the on-shell singu-
larities [see Eq. (19)], which dominate the contraction.

38
det F® Y

IV. APPLICATIONS

In Secs. IV A and IV B of this section, we demonstrate
numerical calculations of the local field amplitude in both
one- and three-dimensional elastic (potential) scattering sys-
tems, respectively. Section IV A aims to explain the proce-
dure used for the numerical calculations, and Sec. IV B em-
phasizes the applicability of our formula to real systems.
Furthermore, analytical calculations of on-shell S-matrix el-
ements are performed in multichannel elastic and inelastic
scattering systems in Secs. IV C and IV D, respectively.

A. Local field amplitude in a one-dimensional potential
scattering system

Here, we test determinantal formula (33) for the local
field amplitude in a simplified system and explain the proce-
dure used for the numerical calculations. Suppose that a sca-
lar field satisfies the one-dimensional Schrodinger equation
with a static scattering potential, as shown in Fig. 1,

(= & = ID)alk(+ ) = = V) xlk(+)). (39)

Schrodinger equation (39) can be rewritten in integral form,
Eq. (1), in abstract vector space. Then, in the coordinate
representation, the quantities appearing in Eq. (39) or Eq. (1)
read

eikx e—ikx
(x|ky === or (klx)=——, (40)
N2 V2
(x| VIx"y = V(x) 8(x - x7), (41)
R ik|oe—x"|
HGO|x") = GO (x,x) = ——, (42)
2ik

where k is real and k>0. The Green’s function satisfies the
following equation and the outgoing scattering boundary
condition:

(- r?i -G (x,x") = - S(x - x). (43)
Furthermore, from Eq. (3), the Fredholm integral (inverse

wave) operator is easily expressed in the coordinate repre-
sentation as
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FIG. 1. (a) One-dimensional potential scattering system with k= 1.204L7", a=27L, b=1L, v=2L"2, and kAx=0.05, where L is arbitrary
unit of length. (b) Numerical calculations based on the determinantal formula (discrete points) and analytical calculations (lines) for the
system shown in (a). An incident plane wave with unit amplitude originates from the left-hand side region.

FP(x,x') = <x|ﬁ(+)|x'> = <x|W(+)_] lx")
=8x-x") = G (x,x")V(x').
(44)

First, in order to obtain a matrix representation of Fredholm
integral operator (3), the infinite domain of x is approximated
by the finite domain [x;—Ax/2,x,+Ax/2], where x; and x,
are large negative and positive values, respectively, and Ax
=(x,—x;)/N; N is set to be a sufficiently large number so that
kAx <1 is satisfied. Now we can define an ith window func-
tion (i=0,1,...,N) as

Ox — (x; — Ax/2) 160 (x; + Ax/2) — x]

(ali) = o @)
where
1 for x>0
0(x) = % for x=0
0 for x<O0,
and
X;=x;+ iAx.

The basis set of the window functions is normalized, or-
thogonal, and is assumed to be complete, i.e.,

N
(iljy=0; X ixil=1. (46)
i=0

Then, the matrix element corresponding to Eq. (44) becomes
400 +00
FE;F) = f dxf dx' (i xyF (e, x")x' [

(47)

Next, a modification must be considered to evaluate the nu-
merator in Eq. (33). Suppose that the observation point x
belongs to the pth section [i.e., (x|p)#0 in the meaning of
Eq. (45)]. The coordinate x is approximated by x, that is the
representative point of pth section. Then the pth column vec-

= 5,1 - G(0+)(xi,Xj)V(xj‘)Ax.

tor of matrix (47) is replaced by a column vector in which
the ith component is evaluated from the incident field as

v /A
(k) = J ' (il Yox! ) = ety /2—x, (i=0,1,....N).
—oo v

(48)
Given the incidence with unit amplitude y"%(xJQ:e”“, the
local field amplitude at observation point x,, \5217(xp|k(+)>,

can be expressed using (N+1) X (N+1) matrices in the dis-
crete coordinate representation:

V2 (4 )y =273 G Jiilk(+))

(+)
— 2 det Flopjpy)
= 2 p)plk(+ )y =\ T

det F®

Qo

Fo ok o

det| v

I TR, ) R

Ry Ay - A

gef] 0 F
| K o F o P9

Now, suppose V(x;)=0 for a certain i(#p). Then, one can

expand det F® in a series of ith column vector elements
F,ﬁ?:&ki(k:o, 1,...,N), and we find t}gt/the determinant in
the denominator of Eq. (49) leads to F*),;, which is the de-
terminant of a NXN matrix of the cofactor of Fl(.;'). The
determinant in the numerator of Eq. (49) is treated in the
same manner. Therefore, any row and column vector with
null potential [V(x;)=0(i# p)] in the two determinants can
be eliminated at the start of the calculations. In other words,
we can restrict the domain of x to the region {x|V(x) # 0} so
that the calculations are simplified remarkably. Finally, we
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obtain the determinantal formula for the observation point
x, e {x|V(x)=0}:

R FG oMo
det| ] -
FO o g ik,
PO pM
V2 Jk(+)) = " — (0
+ +
Fog = Foy
det| : :
R
and for x, e {x| V(x) #0}:
Ff)*(—)) cee o eikxo Ll Fg;&
det| : : :
— _Fy,;()) cee otk L F1(1J4r3v1
V2l k(e )) = (+) (+) (+)
+ + +
FO() . FOp - FOM
det| : : :
F) - B R,

(51

where (M +1) is the number of sampling points in the region
{x|V(x) # 0} and determines the reduced size of the matrices.
For the observation point x, e {x|V(x) # 0}, we can practi-
cally use Eq. (50) instead of Eq. (51), keeping F ) without
replacement to e, This treatment might 1ntr0duce a nu-
merical error, but it decreases as kAx becomes small.

The above procedure is analogous to that for the transition
amplitude in [17,24]. The numerical calculations for the sys-
tem with V(x;)=v for x; e {x| V(x) # 0} based on Eq. (50) are
shown in Fig. 1; these results support our determinantal for-
mula. Note that Fig. 1 reveals that there is no serious error in
the region x, € {x| V(x) # 0}, where we use Eq. (50) instead
of Eq. (51).

B. Local field amplitude in a three-dimensional potential
scattering system

To demonstrate the applicability of our formula to a real
system, we treat a three-dimensional potential scattering sys-
tem. The numerical procedure developed for a one-
dimensional system in the previous section can easily be
extended to a three-dimensional system with adequate modi-
fications, e.g.,

" -1 eik\x—x'|
(42) — (x|GV|x"y = GO (x,x") = —

47 |x-x'

. (52)

0([x — (x; — Ax/2)],) 0( (x; + Ax/2) — x] )

V(AX),

(45) — (x|i) = H

(53)
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(48) — (ik) = J &x'(i|x" }x' |k)

(Ax

zka

(i=0,1,...,N),

(54)

where X; is the position vector of the center of an ith small
rectangular, for which the edge lengths are (Ax),,(«a
=0,1,2).

The numerical procedure based on Eq. (50) in three di-
mensions is applicable to systems with a scattering potential
of an arbitrary shape. To evaluate matrix elements in Eq. (50)
[or Eq. (47)] in three dimensions, we employ the following
equation to reduce the numerical error arising from the sin-
gularity of the Green’s function for small values of |xi—xj|:

(x; + Ax/2),,
Fi'= ;- H ( f dxa) GO (x, X)V(X)
(

X; - Ax/2),
2 (xj + Ax/2), 1
S LT =
a=0 (xj - Ax/2), i
1
X —e" NNV (x;). (55)
4ar '

The integral in Eq. (55) can be analytically calculated using
the following indefinite integral:

1
f dsz dR]f dR(]E

». R+R+R,
=9 R\R, In|R + Ry| + R tan™' —————=

0

+{(0,1,2) — (1,2,0)} +{(0,1,2) — (2,0,1)},

(56)

where R=(R3+R3+R3)"?, and {(0,1,2)—(1,2,0)} and
{(0,1,2)—(2,0,1)} are the terms from the first term in the
right-hand side after permutation of the indices. There are
various representations for the integral constant, which is not
included in Eq. (56).

We now examine the system with homogeneous spherical
scatterer with the radius a, V(x)=v6(a-
formula and computational code is applicable to the scatter-
ing potential with arbitrary shape and distribution. The nu-
merical results are compared with the analytical solution in
Fig. 2; this again supports our determinantal formula and
reveals applicability to realistic systems.

C. S-matrix element in a simplified multichannel elastic
scattering system

Here, we examine the new formula for the on-shell
S-matrix element, Eq. (34), in an analytical manner, applying
it to a simple one-dimensional elastic (potential) scattering
system. Suppose we have a one-dimensional elastic (poten-
tial) scattering system described by Eq. (39) with the inci-
dent field (x|k) and the scattering potential,

062716-6



GENERAL FORMULATION FOR DIRECT EVALUATION OF...

15 amplitude, intensity
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FIG. 2. (a) Spherical potential scattering system with k=1L""
a=0.5L, v=—2L"% (L is arbitrary unit of length), and k(Ax),=0.1
for a=0,1,2. The sphere is approximated by a stack of 552 small
cubes with edges of k(Ax), in dimensionless length. The incident
plane wave with unit amplitude propagates in the +x direction. (b)
Numerical calculations based on the determinantal formula (dis-
crete points) and analytical calculations (lines) on the line (y,z)
=(0.00L,0.00L). [(c) and (d)] Same as (b), but on the line (y,z)
=(0.25L,0.25L) and (y,z)=(0.75L,0.75L), respectively.

V(x)=vdx). (57)

This system is a two-channel elastic scattering system on a
given energy shell [25]. Therefore, the asymptotic form of
(x|k(+)) is expanded by the two basis functions on the en-
ergy shell, i.e., (x|k) and {x|—k). Using these two basis func-
tions, the on-shell Fredholm integral (inverse wave) operator
and S operator are expressed as 2 X2 matrices. The matrix
element of the (original) Fredholm integral operator between
the initial and final states specified by k,,k, € {+k,—k} is

(o) FE) ey = (g W1 k)
= (ko1 = GOWV]ky)

= 8lky—ky) - f

tk2x+lk\x|

(+l)k 27

= 5(](2 - kl) * lM[(S(kz + k) + 5(](2 - k)]
+ (finite value), (58)
v
u= TR (59)

From Eqgs. (21) and (23), the & functions in Eq. (58) can be
expressed in terms of energy, e.g. &ky—k)=8E,

—Ey, )/Dk , where E;=k*> and D;=1/(2k). Comparing w1th
Eq. (24) (A—F (*)), one obtains the matrix representation of

the on-shell Fredholm integral (inverse wave) operator as
follows:
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1*iu =*iu
on shell - (‘/Vgn shell)_ |: . :| s (60)

Tiu 1=xiu

where the basis function in the row and column is in the

ward calculations:

det F{,) oy = det(We o)™ = 1 = 2iu. (61)

Then, the on-shell S-matrix element is evaluated by Eq. (34)
as

det(Fon shell)[kl'ﬂ(kle

& on she ‘ >:|
(ka|Son shenlk1) = . (62)

det F*

on shell

As a result, one can construct the on-shell S matrix,

g 1 1 —2iu 63)
sl Ty i —2iu 1]

Equation (63) coincides with the far-field amplitude calcu-

lated analytically in Appendix B 1. Therefore, we ensure that

our formula for on-shell S-matrix element is reasonable.

D. S-matrix element in a simplified multichannel inelastic
scattering system

Here we test the new formula for the on-shell S matrix
(34) in a simplified two-particle inelastic scattering system.
Suppose we have a one-dimensional scattering system. A
target scatterer at the origin possesses two internal energy
levels, which can be excited or relaxed by a traveling par-
ticle. The Le Couteur—-Newton formula is not applicable to
this system because their formula is derived for a three-
dimensional system in spherical coordinates. The model
Hamiltonian H is composed of a null-interaction Hamil-

tonian H® and the interaction potential operator V defined as
follows:

H=H9+V, (64)
1

. LA DRSS RN
HO = f dx— a4 (x) =3 fx) + > egb bg (65)
1

—e - l =0

—0

+00 !
= f dkk*a" (k)a(k) + > eblb,, (66)
=0

V= f dx i (x)[v 8(x)b by + v* S(X)bib, (x)  (67)

-

——(vb by+v'bib )f ko dk'a’ (k")a(k),

(68)

where @T(x), 12/(x), and l;z,lgg are the creation and annihila-
tion operators for the traveling particle and the target scat-
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terer with internal state {, respectively; € is the internal en-
ergy of the (th level; v determines the strength of the
interaction; and @'(k) and d(k) are the Fourier representa-

tions of #(x) and {x), respectively:

+00

dke ™ a" (k).

—o0

== | aetat, ==
R

V2
(69)

We may use the commutation relationship for either bosons
or fermions; the commutation relationship does not affect the
result because we assume there is one of each type of particle
so that the quantum many-body problem is avoided:

[0, (x)] = 80— x"), (70)
[l;g’l;z/]: =6y (71)
where [ , ]_and [ , ], are the commutation relationships

for bosons and fermions, respectively. We assume that other
commutation relationships between ¢A(x)s and bs are zero,

e.g., [w(x),bz]_=0

In the first step of the direct evaluation of the on-shell
S-matrix element using the new formula (34), we calculate
the free Green’s function on the shell of total energy E:

1
é(Oi) ro_r
(xo Ix'o") = (EO ik,

+ik§|x_x,|Z£(0'){Z§(0',)}* )
(72)

where k,=(E —E§+i0)]/2 in the double-value function, and
one should take the branch where k;>0 assuming the chan-
nel is open (i.e., k, is a real). For the derivation of Eq. (72),
we use the following calculations and notations:

<x|df(k)|0>spatial = <x|k>spatial = <O| &(x)aﬂ(k) |O>spatial

1 e
= hn f_ dk’ e X0[a(k")a* (k)[0)spagian
1
= ——-explikx), (73)
N2
<0-|l;;[|0>inlernal = Z{(U) > (74)

where ( | )spaial a0d { | )inerna indicate the inner products in
the subspaces of the spatial and internal degrees of freedom,
respectively. In Eq. (73), we use [a(k"),a"(k)]-=dk'-k),
which is derived from Egs. (69) and (70).

Next, one may calculate 4 X4 matrix representations of
the Fredholm integral (inverse wave) operator on the energy
shell. The bases are the four open channel functions with

*k.£)|£=0,1}. For example,

PHYSICAL REVIEW A 80, 062716 (2009)

(ko ' FONk ) = Gep ' WO [k L)
= (kp ' = GOk

e—ik{rxiik{\xl

+o0
=06lky —ky) Oy — d
(kg = k) S J_x 2=k,
1 *
X ;T(U 5§/ 1 54‘0 +v 551050)

= 5(k§r - kg)ﬁw + lé‘(kgl - kg/)(&g/lﬁgoul

+ 8;108711p) + (finite value), (75)
v v

= s = —, 76

Uugy 4k0 uy 4k1 ( )

Other types of matrix elements are obtained by replacing
kg ——ky and/or k;,— -k, in Eq. (75). From Egs. (21) and
(23), the & functions in Eq. (75) can be expressed in terms of
energy, e.g., d(ky—ky) Oy = 5(Ek§,—Ek§) 5{/§/Dk{,, where Ekf
=e§+k§ and Dkgzl/(2k£). Comparing with Eq. (24) (A

=F (*)), one obtains the matrix representation of the on-shell
Fredholm integral (inverse wave) operator as follows [26]:

1 0 =Fiuy *iu
W( I 0 I F*iuy =*iug
On shcll - ( on qhe]]) + iul + iMl 1 0 3
iy *iuy 0 1
(77)

where the basis functions in the row and column are in the
1), and |~k,1), and its determinant
is obtained by straightforward calculations:

det FOO L =detW) . 7 =1+ dugu,.  (78)

on shell -
Then, the on-shell S-matrix element is evaluated by Eq. (34),

i.e.,

det(Fon ﬁhell)[ {é’ _‘<kg 24 |F0n shell‘ ]

<k§'§/|§on shenlk0) =
det F*

on shell

(79)

As a result, one can construct the following representation of
the on-shell S matrix:

1 —Adugu,  —2iuy - 2iug
— 1 - 4u.0u1 1. —2iuy = 2iuy
1 +4ugu| —2iu; - 2iuy 1 —4dugu,
= 2iu;  —=2iu;  —4ugu, 1
(80)
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Equation (80) coincides with the far-field amplitude calcu-
lated analytically in Appendix B 2. Furthermore, one may
check current conservation law (C7) (see Appendix C 2) by a
straightforward calculation:

(Son shen) "diag(ko.ko.k1,k1)Son shen = diag(ko,ko,ky.ky),
(81)

where diag(...) is a diagonal matrix, of which the diagonal
elements are its arguments. The above analytical calculations
ensure that our formula for the on-shell S-matrix element is
applicable to multichannel inelastic systems.

V. LE COUTEUR-NEWTON FORMULA AS A SPECIAL
CASE

In this section, we apply Eq. (34) to the radial part of a
three-dimensional multichannel scattering system composed
of two particles and show that the Le Couteur—Newton for-
mula [2,3] can be derived as a special case. Suppose a quan-
tum scattering system with a target and traveling particle

under the total Hamiltonian H© +V, where H® and V are a
null-interaction Hamiltonian and the interaction potential op-
erator, respectively. In the subspace specified by the total
energy E and total angular momentum (J,M,), we assume
that the total wave function of a scattering state is expressed
in the spherical coordinates as

1
<ro’|\I/( * )>radial+intemal = 2 Zz(a-);<r|kz( * )>’ (82)

where r is the radial coordinate of the traveling particle and
o is a set of the internal coordinates, that is, all the coordi-
nates other than r. The channel index i is specified by the

internal state Z(c), which is an eigenstate of H® with the
internal energy €; and the total angular momentum (J,M)).
Actually, Z;(0) is synthesized to have (J, M) from the angu-
lar part of the traveling-particle state with an orbital angular
momentum /; and the rest part of angular momentums (the
spin part of the traveling-particle state and a target state with
€). {r|k;(+)) is the radial wave function with the incident
incoming wave number k;=(E—¢;)"? (real and positive); the
suffix for the contraction of the radial part is omitted for
simplicity. The contraction of the total Schrodinger equation

with the ith internal state, (Z|H®+ V—E|¥);ema =0, leads
to coupled radial Schrodinger equations [27] in the subspace
specified by E and (J,M):

( d 1(1+1)
+
dr?

=—EJ dr' Vi (r,r' r' [k (%)),

- k2><r|k (+)

i=0,1,2, ... (83)

Although the domain is semi-infinite (0 =<r< %) and the in-
ternal states are eliminated by contraction, this is essentially
a one-dimensional multichannel inelastic scattering system,
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which is similar to the system treated in Sec. IV D. Indeed,
we may find the retarded and advanced Green’s functions in
Ref. [28], define Fredholm operator by Eq. (3), and apply Eq.
(34) to the calculation of the on-shell S matrix, which deter-
mines the asymptotic wave function [see Egs. (C2) and (C5)]
[27]. Then, Eq. (34) reads

det(W)

n Sheu)[k *}<k | on shell) 1| >]

det(me shell) !

<ki’|‘§0n shell|ki> =

det(F on shell)[k o= (k1 IS on shell‘ )]

= (84)
det Fon shell
det(Wf)n shell)[k o—(=kpr I(Won shel)” Loy
det(ng shet) ™!
det(Ff);) shelt) k(K IF o shel”] (85)
det Fon shell
_f(+k0, coi=kjty ot kit Ky) (86)
T flrkgy oA Ky ke Ky

where f is the Fredholm determinant as a function of the
wave numbers that label the row vectors [29]. The argument
—k;; in Egs. (85) and (86) is the natural extension to a
negative-valued argument. From Eq. (84) to Eq. (85), we use
the following equation derived from Eq. (29) and lemma
(C1) proved in Appendix C 1 under an adequate definition
)= WHk,):

for phase of the wave function (r|k;(

<k |( on shell) 1=<ki’|(W(_)T)

on shell

= (= kir (W) o e = (= K| (W

on shell) !
(87)

Equation (84) or Eq. (86) is sufficient for practical calcu-
lations of both the diagonal and nondiagonal elements of
S’On <hetl- Now, we demonstrate that our formula (86) leads to
the Le Couteur—Newton formula.

The Le Couteur—Newton formula for a diagonal element
is the same as Eq. (86). To derive a nondiagonal element, we
need lemma (C12) derived in Appendix C 3 and the current
conservation law expressed as Eq. (C11) in Appendix C 2.
Let us calculate the next quantity using Eq. (86) and lemma

(C12) with C=F™:

det(FY; on shell)[k (kPO

on shel

det F&

on shell
J (N Ty S
(CY T T

= <ki|§on shell|ki><ki’|§0n shell|ki’>

- <ki’|‘§0n she]l|ki><ki|‘§on shell|ki’>' (88)

l| >k’ *)<k |Fon shell‘ >]

et ky)
»+kN)

,+ ki’v
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Equation (88) with the current conservation law (C11) results in the Le Couteur-Newton formula for nondiagonal element.
Altogether our formula (34) leads to the Le Couteur-Newton formula, i.e., the next expressions for the diagonal and nondi-

agonal elements of S‘on shell 1 terms of the single function f:

f(+ ko,

ki .+ ky)

<ki|§on shell|ki> =

k
k

2

. ki s o .
<ki’|Son shell|ki> = ;<ki|son shell|ki’> = |:_A{<ki|son shell|ki><ki’|Son shell|ki’> -

Note that there is an ambiguity in the sign for the nondiago-
nal elements arising from the double-valued property of the
square root, although this ambiguity is of no consequence for
evaluating the transition probability, which is essentially the
intensity of a nondiagonal on-shell S-matrix element.

The Le Couteur—-Newton formula is valid in the open-
channel space because its derivation relies on the current
conservation law (C11). Our formula (34) is also valid in the
open-channel space; however, Eq. (34) covers the Le
Couteur—Newton formula and possesses extended applicabil-
ity as shown in Secs. IV C and IV D.

VI. SUMMARY

In conclusion, we have demonstrated the following:

(1) We have developed a general determinantal formula-
tion for direct evaluation of various quantities including local
field amplitudes and transition amplitudes (S-matrix ele-
ments and 7T-matrix elements). This formulation is based on
the principle that a desired quantity can be extracted from a
wave operator that maintains all of the information concern-
ing the system. All the formulas were simply derived using
the Fredholm determinant and Cramer’s rule.

(2) The formula for the local field amplitude is effective
both in the near- and far-field regions. Numerical calcula-
tions were demonstrated successfully for one- and three-
dimensional elastic (potential) scattering systems.

(3) Our formula for S-matrix elements is effective in the
space of open channels. Analytical calculations were demon-
strated in simplified multichannel elastic and inelastic scat-
tering systems.

(4) Our formula for S-matrix elements covers the Le
Couteur—Newton formula.

The following are remaining problems: (1) direct evalua-
tion of S-matrix elements related to closed channels, (2) ap-
plication of our formulation to near-field amplitude in an
inelastic scattering system, (3) development of a numerical
method to evaluate matrix element of on-shell Fredholm in-
tegral operator, (4) treatment of a system with vector poten-
tial, (5) treatment of a system with rearrangement, and (6)
treatment of quantum many-body problems.

At present, our formula needs a relatively larger amount
of numerical calculation compared with other methods re-
quired to construct the solution. However, the present direct

> 89

f(+kgy ootk oo+ ky) (89)
frkg ooo=kpy oo s=kiry ...+ ky) ”2f _y

frkg ootk oo+ ks o+ k) ot Tt

(90)

method will be helpful in the analysis and design of near-
field-related systems as described in Sec. I.
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APPENDIX A: A SINGULARITY OF THE WAVE
OPERATOR ON AN ENERGY SHELL

Here we prove Eq. (19). In a quantum system, Eq. (1) is
equivalent to the following Schrodinger equations:

HOWK) = |E,, (A1)

(HO + V)|k(+)) = [k(+ )E,, (A2)

where H© is a Hamiltonian without a scattering potential
and satisfies the following equation on the E, shell [18]:

(E, +i0 - H)GO) =1. (A3)
Using Egs. (1) and (A3), Eq. (19) is proved as follows:
A+ ’ ’ ’ 1 ()
(K [WEk) = (k' k(+)) = (k' o) + (k' | ——————V]k(+))
E, +i0-H"
1 St A+
= (k' [k) + —————('[VW k)
Ek_ Ekr + lO
:<k’|k>+ :Wi(s(Ek—Ekr)‘FPEk_Ek,]
XK' Tk, (A4)

where |k") possibly has an off-shell energy E;(#E,), and we
use 1/(x*i0)=P(1/x) ¥ wi&(x). The retarded and advanced
T-matrix elements have finite values, and thus the matrix
element of the wave operator on an energy shell has the same
type of singularity as the S operator.
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APPENDIX B: ANALYTICAL SOLUTIONS OF PROBLEMS
IN Sec. IV

In Appendixes B 1 and B 2, analytical expressions for the
far-field amplitude are given to compare with the on-shell
S-matrix elements evaluated in Secs. IV C and IV D, respec-
tively.

1. Far-field amplitude in the elastic scattering problem
of Sec. IVC

The on-shell S-matrix element represents the transition
amplitude and far-field amplitude simultaneously. The wave
function |k,(+)) obtained by the incident field |k,) (k,=+k for
t=+ and k,=—k for t=-) satisfies the next Lippmann-
Schwinger equation in abstract vector space:

lk,(+)) = k) + GOIVk (+)). (B1)

The asymptotic wave function on the energy shell can be

expanded by the two basis functions as
[k (+)) = c.Jk) +c_ |- k), (B2)

where ¢, is the coefficient to be determined. The next rela-
tionship holds in a one-dimensional elastic scattering system:

Cy= <kL’|Son Shelllkt>'

To prove Eq. (B3), we calculate the field amplitude using
Egs. (1), (7), (18), (40), and (42):

(B3)

(ke (+)) = G| WPk,) = (x|k) + f dx’' f dk’

X (x| GOV |k Wk [Tk,

(B4)
Then, the asymptotic form (far-field amplitude) becomes
V2l +))
P
— explik,x) + exp(iklx) — = (k| Tk
as |x| — o, (B5)

For the derivation, we use [x—x'|— |x|-x'f} as [x] = and
kozkﬁ To find c_,, for example, we set t=+ and x— —,
and compare with Eq. (B2). Then, one obtains c_,=
2771 ] (2k)(=k|TD|ky=(=k|S o enlk) [see Eq. (25) regarding
80y —Qy) as 54 ). In this way, Eq. (B3) is proved.

Using Eq. (B3), we can check the result in Sec. IV C. We
can analytically evaluate ¢, by solving Eq. (B1). Substitut-
ing asymptotic wave function (B2) into Eq. (B1), we obtain
(B6)

e, @+ e e = e* e~ 2iue*l(c, + c_),

where u is given in Eq. (59). Now, suppose that the incident
field is |k), i.e., t=+. In the region x>0, c_,=0 and c,, can
be determined by comparing both sides of Eq. (B6):

1
T 142iu’

(B7)

Cit

In the region x<0, c,,=1, and we obtain
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—2iu

T2

(B8)

Equations (B7) and (B8) together with Eq. (63) satisfy Eq.
(B3). For the incident field with ¢=—, the same procedure
justifies Eq. (B3). Therefore, the expression for on-shell S
matrix (63) obtained by the determinantal method is correct.

2. Far-field amplitude in the inelastic scattering problem of
Sec. IVD

Let us treat the system of Sec. IV D tracing the manner of
Appendix B 1. The wave function |k,(+)) obtained by the
incident field |k,t) € {|=k.)[{=0,1} satisfies the next
Lippmann-Schwinger equation:

lk,u(+)) = k) + GOk u(+)). (B9)

The asymptotic wave function can be expanded using chan-
nel functions on the energy shell as

|kLL(+ )> = COL|k00> + C6L|_ k00> + clb|k11> + Cl_L|_ k11>»
(B10)

where ¢, and cy, are the coefficients to be determined; and {
and ¢ in the suffix of ¢ indicate abbreviation of (kg,g) and
(=k¢, ), respectively.

In a similar manner as in Appendix B 1, we can prove the
next relationship:

Cy = <kL’l‘,|‘§on shell|kbl‘>' (Bl 1)

Using Eq. (B11), we can check the result in Sec. IV D.
We can analytically evaluate c¢,, by solving Eq. (B9). Sub-
stituting Eq. (B10) into Eq. (B9), we obtain

co. 0 Zy(0) + cg.e " Zy(0) + 1M Z (0) + 1,67 Z4 (o)
= M7, (0) = 2iuge M Zy(0) ey, + 7))
= 2iuye™MZ, (o) (cq, + ¢5), (B12)

where u;s are given in Eq. (76). Suppose that the incident
field is |ko0), i.e., ¢=0. In the region x>0, c5y=ci,=0, and
coo and ¢ can be determined by comparing both sides of Eq.
(B12):

! (B13)
Coo="T"—""""",
074 4ugu,
—2iu
Clo= ————. (B14)
1 +4ugu,
In the region x<0, ¢gg=1, ¢19=0, and we obtain
—4dugu
o=, (B15)
1+ 41/[0141
—2iu
Clo= ————. (B16)
1+ 41/[0141

Equations (B13)—(B16) together with Eq. (80) satisfy Eq.
(B11). In the other cases with the incident field labeled by
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1=0,1,1, the same procedure justifies Eq. (B11). Therefore,
the expression for on-shell S matrix (80) obtained by the
determinantal method is correct.

APPENDIX C: LEMMAS FOR Sec. V

Here, we give the lemmas and the current conservation
law that are required for the proof in Sec. V.

1. Lemma for Eq. (87)

To make Eq. (87) complete, we prove the next lemma:

<ki|(W(_)T)on shell = <_ ki|(v,i/(+)Jr)on shell» (Cl)
where k; is real and positive, and the argument —k; in the
right-hand side is the natural extension to a negative-valued
argument. Equation (C1) holds under an adequate definition

of the phase in wave functions, (r|W(*)|k,).

Suppose a general solution of Eq. (83) on the shell with
energy E. If the interaction is short range, the asymptotic
form at a position of large r is

T
2 {—An exp[+ i(k,lr— —ln)]
nek shell 2
T
+B, exp{— i(knr— El")]}’

where n runs over all of the open channels on the shell speci-
fied by E and (J,M ). Now let us determine the retarded and

advanced solutions as follows: (r| W(+)|ki> is the solution sat-
isfying the outgoing boundary condition with an incoming
incidence B,=+8,; exp(+iml;/2), and (r|Wk;) is the solu-
tion satisfying the incoming boundary condition with an out-
going incidence A,=-3,; exp(—iml;/2). At this point, we
have adequately fixed the overall phase through the phase of
the incidence, so that a redundant phase factor does not ap-
pear in Eq. (C1). Then, the asymptotic form of {(r|W)|k;) on
the sphere can be expressed as

(€2)

E qu_) GXp(— iknr)

nekE shell

(O = (- 1exp( ki) -
C.

= (= Diexp[— i(- k;)r]
- 2 AV exp[+i(-k,)r]

nekE shell

1 .
- — (AW~ k.
_Ck,.< |WH)— k), (C3)

where Ck[_ is the real normalization factor determined from
Eq. (10); B,(J) and AS)(:B,(I_)) are introduced to distinguish
the two possible interpretations for the same state; and the
last expression holds if one permits a negative value of the
channel wave number. A solution to the radial Schrodinger
equation is uniquely determined by the boundary condition
at r, so that the next relation holds:
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WOk = W= k).
The Hermite conjugate of Eq. (C4) and the definition of on-

shell wave operator, Eq. (24) (A=W, lead to lemma (C1)
under the definition that E_ =E}.

(C4)

2. Current conservation law in terms of the S matrix

Following Ref. [2], we derive the current conservation
law applicable to inelastic scattering systems, which is ex-
pressed by the radial Schrodinger equation (83) in the semi-
infinite domain. The on-shell S matrix determines asymptotic
field amplitude (C2) as [27]

Ap= X

ieE shell

<ki/|‘§0n shel]|ki>Bi- (CS)

Current conservation for open channels (with real wave
numbers) is expressed as

E E Ajféi’ikiAi: 2 E B?r@"ikiBi,

ieE shell ;' ¢ shell ieE shell ;! c g ghell
(Co)

where the diagonal matrix & k; is the wave number repre-
sentation of the operator for the absolute value of momentum
along the radial direction. Eliminating A;s in Eq. (C6) using
Eq. (C5), one obtains

DI

Jje€E shell j'eE shell

= (S['iki'

<ki’|(§on shell)-r|kj'>6j’jkj<kj|§on she]l|ki>

(C7)

Equation (C7) corresponds to the unitarity of the on-shell S
matrix in an inelastic multichannel system. Although we
have here examined the system treated in Sec. V, Eq. (C7) is
effective for a general system.

Let us derive another form of Eq. (C7) specific to the
system expressed by radial Schrodinger equation (83). The
time reversal of Eq. (C2) becomes

> {—A: exp{— i(knr— zl,,)}
nekE shell 2
N ™
+B, exp{+i(knr— Elnﬂ}

where * indicates the complex conjugate. Equation (C8) is
also the general solution in the same domain subspace and
should be equivalent to Eq. (C2). That is, the on-shell §
matrix satisfies

B = 2
ieFE shell

Equations (C5) and (C9) lead to

(C8)

<ki’|‘§on shell|ki>A;'k' (C9)

<ki’|‘§on shell|ki>*[=<ki|(§on shell)T|ki’>] = <ki’|(>§0n shell)_] |kz>
(C10)
Finally, Egs. (C7) and (C10) result in
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JeirChei|Son shenlkid = kidkilSon shenlkir)- (C11)

The Le Couteur—Newton formula derived in [2,3] essentially
relies on Eq. (C11) and is therefore applicable in the domain
with open channels.

Note that relationship (C11) is not applicable to the sys-
tem with an infinite domain as treated in Secs. IV C and
IV D. We should consider the asymptotic wave function in
the limits of x— 4 and x — —o simultaneously, and the re-
lationship corresponding to Eq. (C11) is somewhat compli-
cated.

3. Lemma for Eq. (88)

Let us prove the following lemma:

det C[a'—bA.] det C[b.%g_] —det C[u.ﬂg'] det C[b"}A.]

= det C[a'—)A,,b'—>B_] det C. (C12)
The proof proceeds as follows:
[the left-hand side of (C12)] (C13)
D A A Cuir Cyjr
i,j,i/,j/ Cbi Cb} Bir B]r
B; B Cuir Cyjr c G
Cbi ij Ai’ AJ’ (ab)(if) ™ (ab)(i'j")
(C14)
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> A A Cair Cajr G G
= ’ (ab)(ij) ™~ (ab)(i’j")
i,j,i,,j’ Bi Bj Cbi’ ijr / J
(C15)
=[the right-hand side of (C12)], (C16)
where E(Qb)(,-j) is a cofactor; and (ab) and (ij) are two rows

and two columns to be eliminated from the original matrix C,
respectively. From Eq. (C13) to Eq. (C14) and from Egq.
(C15) to Eq. (C16), we employ the Laplace expansion theo-
rem [22], e.g.,

Cai Ca_ j

Cpi G

E(ab)(ij) for Y a#b.

detC=E
i,j

(C17)

One can check the equality of Egs. (C14) and (C15) by an
explicit calculation of the determinants of the 2 X 2 matrices
in {}. The next replacements in lemma (C12) lead to Egq.

(88): C—Fo) g A= (klFy) al*)  and B
= ki [Py el -
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