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The resources required to solve the general interacting quantum N-body problem scale exponentially with N,
making the solution of this problem very difficult when N is large. In a previous series of papers we develop
an approach for a fully interacting wave function for a confined system of identical bosons with a general
two-body interaction. This method tames the N scaling by developing a perturbation series that is order-by-
order invariant under a point group isomorphic with SN. Group theory and graphical techniques are then used
to solve for the wave function exactly and analytically at each order, yielding a solution for the general N-body
problem which scales as N0 at any given order. Recently this formalism has been used to obtain the first-order
fully interacting wave function for a system of harmonically confined bosons interacting harmonically. In this
paper, we report the application of this N-body wave function to a system of N fully interacting bosons in three
dimensions. We derive an expression for the density profile for a confined system of harmonically interacting
bosons. Choosing this simple interaction is not necessary or even advantageous for our method, however this
choice allows a direct comparison of our exact results through first order with exact results obtained in an
independent solution. Our density profile for the wave function through first order in three dimensions is
indistinguishable from the first-order exact result obtained independently and shows strong convergence to the
exact result to all orders.
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I. INTRODUCTION

The interacting quantum N-body problem becomes par-
ticularly challenging when N is large. Unlike the correspond-
ing classical problem where the resources required to solve
the problem scale as a polynomial in N, the resources needed
to solve the quantum N-body problem scale exponentially
with N, frequently doubling for every particle added �1,2�.
When interparticle interactions are weak, the mean-field ap-
proximation may be used to avoid this exponential scaling
with N. When interactions are larger, phenomenological
models are often used. Typically the phenomenological mod-
els are only valid for a range of interaction strengths, masses,
etc., so more general first-principles approaches which tackle
the quantum mechanical exponential N-scaling issue head on
are needed �3,4�. Such first-principles methods for confined
N-particle quantum systems include coupled cluster methods
�5�, the method of correlated basis functions �6,7�, and den-
sity functional theory �8�. Of particular note in this regard are
Monte Carlo methods �3,4,9–18�.

We take a different approach and develop a non-numerical
method for systems of confined identical bosons which uses
group theory and graphical techniques to tackle the N-scaling
problem �see Ref. �19� and the references therein�. This
method circumvents the severity of the N-scaling problem by
using a perturbation expansion about a maximally symmetric
structure in large dimensions which has a point group iso-
morphic to SN. Group theory is then used to separate the N
scaling problem away from the interaction dynamics, allow-
ing the N scaling to be treated as a straight mathematical

issue. The perturbation expansion of the Hamiltonian is
order-by-order invariant under the SN point group, yielding a
problem at each perturbation order that can be solved, essen-
tially exactly and analytically, using group theory and
graphical techniques. Once this mathematical work, which
involves significant analytical effort, has been completed at a
given order, it never has to be repeated again for a new
interaction or a different number of particles, i.e., the prob-
lem scales as N0.

As part of this solution, small finite, SN-invariant basis
sets are used that are complete at each order, and as N in-
creases, the group theory and graphical techniques “hold
their own” with the result that the number of elements of this
basis does not grow with N. �The basis elements must remain
invariant under the N! operations of the SN group which puts
increasing restrictions on the growth of the set as N gets
larger.� The completeness of this basis at each order was
established in Ref. �19�. Since the elements of this basis,
called binary invariants, are themselves invariant under the
maximal point group symmetry, the invariance of the Hamil-
tonian at each order is naturally ensured by expressing it in
terms of this relatively small basis �7 elements at lowest
order in the wave function and 25 elements at next order�.

The equation for the lowest-order wave function is solved
by a transformation to normal coordinates. At first this would
seem to be a formidable task since there are N�N+1� coor-
dinates to transform into normal coordinates. However, this
transformation is facilitated analytically, for arbitrary N, by
the fact that the large-dimension SN point group symmetry
greatly reduces the size of the basis to only seven members
at this order for any N.

Applying this approach at lowest order, we have previ-
ously derived beyond-mean-field energies �20,21�, frequen-
cies �20�, normal mode coordinates �22�, wave functions
�22�, and density profiles �23� for general isotropic interact-
ing confined quantum systems �a brief four page summary of
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the method at lowest order, along with some lowest-order
results, may be found in Ref. �24��. More recently, in a major
development of the method presented in Refs. �19,25�, we
have extended this analysis to first order in the wave func-
tion, which required the development of new techniques to
handle, exactly and analytically, the complexity of coupling
the many normal coordinates of the lowest-order solution.
This basic approach, developed at first order, is general
enough to be extended to higher orders in the perturbation
expansion. In Ref. �19�, the general theory in Ref. �25�,
which derives the wave function through first order for an
arbitrary isotropic system, was tested on the exactly soluble
system of N harmonically interacting particles under har-
monic confinement. When this wave function was compared
to the exact analytic wave function obtained in an indepen-
dent solution and then expanded analytically through first
order, exact agreement was found, confirming this general
theory for a fully interacting N-body system in three dimen-
sions �19�.

In the present paper, we test this general fully interacting
wave function in Ref. �25�, exact through first order, by de-
riving a property—namely, the density profile which is di-
rectly observable in the laboratory for a Bose-Einstein con-
densate �BEC�. We test it on the same exactly soluble system
of N harmonically interacting particles under harmonic con-
finement. Our density profile analytically derived from the
first-order wave function and evaluated at D=3 is indistin-
guishable from the D=3 first-order result from the indepen-
dent solution and shows strong convergence to the exact D
=3 result to all orders.

This derivation of the density profile for the wave func-
tion through first order builds upon previous isotropic work.
The isotropic lowest-order ground-state wave function was
derived in Ref. �22� and the corresponding lowest-order
ground-state density profile was derived from this in Ref.
�23�. The isotropic first-order ground-state wave function
was derived in Ref. �25� and checked in Ref. �19�. This work
is reviewed in Sec. II. The derivation of the density profile
for the general wave function through first order is found in
Sec. III. Section IV presents the application and results. The
Appendix presents the exact independent solution for the
density profile through first order from the full
D-dimensional density profile for this system, which is also
derived independently in the Appendix from the full
D-dimensional wave function for the harmonically interact-
ing system discussed in Ref. �19�. Section V is the summary
and conclusions section.

II. DIMENSIONAL EXPANSION AND LARGE-DIMENSION
POINT GROUP SYMMETRY

A. Dimensionally scaled Jacobian-weighted S-wave
Hamiltonian in internal coordinates

In previous papers we have been developing an approach
to the quantum mechanical problem of N interacting particles
confined by an external potential, where N may be less than
10 to 107 or larger. This approach uses the inverse dimen-
sionality of space as an expansion parameter. Both the
lowest-order and first-order wave functions have been de-

rived, as well as the lowest-order density profile and corre-
sponding energy �19–23,25,26�.

In dimensionally scaled oscillator units, the Jacobian
weighted, L=0 Schrödinger equation reads �23,27�

H̄� = � 1

��D�
T̄ + V̄eff�� = Ē� , �1�

where

T̄ = �2�− �
i=1

N
1

2mi

�2

� r̄i
2

− �
i=1

N−1
1

2mir̄i
2�

j�i

N

�
k�i

N
�

��ij

�� jk − �ij�ik�
4

�

��ik
	 , �2�

�ij is the angle cosine between particle i and particle j,

r̄i =
ri

��D�
, Ē = ��D�E, H̄ = ��D�H , �3�

ri is the distance of particle i from the center of the confining
potential, and ��D� is a dimensional scaling factor which
regularizes the large-dimension limit �it is discussed in more

detail below�. The effective potential V̄eff is composed of the

nonderivative �“centrifugal”� portion of the kinetic energy Ū

plus the confining and interparticle potentials, V̄conf and V̄,
respectively, i.e.,

V̄eff = Ū + V̄conf + V̄ , �4�

where

V̄conf = �
i=1

N

v̄conf�r̄i� , �5�

Ū = �
i=1

N

�2

N�N − 2� + �D − N − 1�2���i�

�
�

��D�8mi r̄i
2 , �6�

V̄ = �
i=1

N−1

�
j=i+1

N

V̄int�r̄ij� , �7�

� is the Gramian determinant, the determinant of the matrix
whose elements are �ij �see Appendix D in Ref. �21��, and
��i� is the determinant of the same matrix minus the ith row

and ith column. The limD→� ��D��D2 to ensure that Ū is
finite as D→�. Defining 	 to be the inverse dimensionality
�so that limD→� is equivalent to lim	→0� and 
�	� to be the
ratio of D2 to ��D�,

	 =
1

D
, �8�


�	� =
1

	2��D�
, �9�

then 
�	� is finite as 	→0 �D→��. The actual form of ��D�
is chosen to simplify the problem at hand subject to the
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requirement that limD→� ��D��D2. Examples of ��D� for
various systems are listed after Eq. �10� in Ref. �23�.

Defining a position vector, y, consisting of all N�N
+1� /2 internal coordinates,

y = � r

�
�, where � =


�12

�13

�23

�14

�24

�34

�15

�25

]

�N−2,N

�N−1,N

� and r =

r̄1

r̄2

]

r̄N

� ,

�10�

and taking all of the masses of the particles to be the same,
mi=m, Eq. �1� can be written as

H̄� = �	2
�	�T̄ + V̄eff�� = Ē� , �11�

where


�	�T̄ = − 1
2�ȳ�1

G�y;	��1,�2
�ȳ�2

, �12�

V̄eff�y;	,N� = Ū�y;	,N� + V̄conf�y;	,N� + V̄�y;	,N� ,

�13�

Ū�y;	,N� = �
i=1

N

�2
�	�
N�N − 2�	2 + �1 − �N + 1�	�2���i�

�
�

8mr̄i
2 ,

�14�

�ȳ�
=� /�ȳ� are the derivatives of the elements of the y column

vector, and G�y ;	� is the N�N+1� /2�N�N+1� /2 dimen-
sional block-diagonal tensor,

G�y;	� = 
�
2
�	�
m

IN 0

0 G���r,�;	�
� , �15�

with IN as the N�N dimensional diagonal unit tensor,
G���r ,� ;	� as the N�N−1� /2�N�N−1� /2 dimensional ma-
trix of elements,

�G���r,�;	���ij�,�lk� =
�2
�	�

m

�� jk − �ij�lk�
4r̄i

2 	il, �16�

and 	il is the Kronecker delta �as distinct from the inverse
spatial dimension, 	�. This paper uses the implicit summa-
tion convention, i.e., repeated indices are summed over �un-
less explicitly noted otherwise�, and this convention has been
used in Eq. �12�.

B. Dimensional expansion

As discussed in previous papers, the Hamiltonian and
Jacobian-weighted wave function and energy are expanded
in powers of 	1/2, where 	=1 /D. Dimensionally scaled in-
ternal displacement coordinates, r̄i� and �̄ij� , are introduced,

r̄i = r̄� + 	1/2r̄i� and �ij = �� + 	1/2�̄ij� , �17�

where the r̄i are the dimensionally scaled radii and the �ij are
the angle cosines between the position vectors of the N par-
ticles. They are collected together to form the internal dis-
placement coordinate vector ȳ�� where

y� = � r

��
�, where �� =


�̄12�

�̄13�

�̄23�

�̄14�

�̄24�

�̄34�

�̄15�

�̄25�

]

�̄N−2,N�

�̄N−1,N�

� and r� =

r̄1�

r̄2�

]

r̄N�
� ,

�18�

and the dimensionally scaled, Jacobian-weighted Hamil-
tonian, Jacobian-weighted wave function and the dimension-
ally scaled energy are expanded in powers of 	1/2 to give

H̄ = H̄� + 	1/2H̄−1 + 	�
j=0

�

�	1/2� j H̄j ,

��r̄i,�ij� = �
j=0

�

�	1/2� j � j ,

Ē = Ē� + 	1/2 Ē−1 + 	�
j=0

�

�	1/2� j Ēj , �19�

where

H̄� = Ē�, �20�

H̄−1 = Ē2n−1 = 0, �21�

H̄0 = − 1
2 2

�0�G�1,�2
�ȳ

�1
� �ȳ

�2
� + 1

2 2
�0�F�1,�2

ȳ�1
� ȳ�2

� +0
�0�F , �22�

H̄1 = −
1

2 3
�1�G�1,�2,�3

ȳ�1
� �ȳ

�2
� �ȳ

�3
� −

1

2 1
�1�G� �ȳ

��

+
1

3! 3
�1�F�1,�2,�3

ȳ�1
� ȳ�2

� ȳ�3
� + 1

�1�F� ȳ��. �23�

The superprescript on the F and G tensors in parentheses
in Eqs. �21�–�23� denotes the order in 	1/2 that the term en-
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ters �harmonic being zeroth order�. The subprescripts denote
the rank of the tensors.

In general, H̄n is of order n+2 in the elements and deriva-
tives of y� �second order in the derivatives� and formed of
either all even or all odd powers of the elements and deriva-
tives of y� when n is even or odd, respectively.

C. Large-dimension point group

According to Eq. �17� the system localizes as D→� on a
configuration centered about r̄i= r̄� and �ij =��. This struc-
ture has the highest degree of symmetry where all particles
are equidistant from the center of the trap, equiangular from
each other, and hence equidistant from each other �a configu-
ration that is only possible in higher dimensions�. The point
group of this structure is isomorphic to SN which in effect
interchanges the particles in the frozen D→� structure. This
together with the fact that the full D-dimensional Hamil-

tonian, Ĥ, is invariant under particle exchange means the
dimensional expansion of Eq. �19� is order-by-order invari-

ant under this SN point group, i.e., the H̄j are each invariant
under the SN point group.

D. Normal mode coordinates and lowest-order wave function

According to Eq. �22�, H̄0, which determines the lowest-
order wave function, is that of a multidimensional harmonic
oscillator, and so a solution for the lowest-order wave func-
tion is effected through a transformation to normal coordi-

nates. Since H̄0 is invariant under the SN point group, these
normal modes transform under irreducible representations
�irreps.� of the SN group. The transformation to normal
modes is linear, and so the irreps. which the normal modes
transform under are determined by the irreps. present in the
reducible representations under which the r� and �� vectors
transform. These are found to be the �N�, �N−1,1�, and
�N−2,2� irreps. Two normal modes transform under two
one-dimensional �N� irreps. of SN, 2�N−1� normal modes
transform under two �N−1�-dimensional �N−1,1� irreps.,
and the N�N−3� /2 normal modes transform under an N�N
−3� /2-dimensional �N−2,2� irrep. We denote the two one-
dimensional �N� irreps. by 0+ and 0−, the two
�N−1�-dimensional �N−1,1� irreps. by 1+ and 1−, and the
N�N−3� /2-dimensional �N−2,2� irrep. by 2.

If the normal modes are chosen to transform under or-

thogonal �N�, �N−1,1�, and �N−2,2� irreps. of SN, then H̄0
takes the form

H̄0 = − 1
2�q�

T �q� + 1
2q�T�q� + 0

�0�F , �24�

where � is the diagonal matrix of the square of the frequen-
cies. While there are N�N+1� /2 frequencies, one for each of
the normal modes, the large-dimension SN point group
greatly limits the number of distinct frequencies to at most
only five, one for each of the five sets of normal modes
labeled by 0+, 0−, 1+, 1−, and 2.

From Eq. �24� the lowest-order wave function is a product
of N�N+1� /2 one-dimensional harmonic-oscillator wave
functions in the normal mode coordinates,

�0�q�� = �
=0�,1�,2�

�
�=1

d

�n�,�����̄�q� ��� , �25�

where �n�,�����̄�q� ��� is a one-dimensional harmonic-
oscillator wave function of frequency �̄ and n� ,�� is the
oscillator quantum number, 0�n� ,����, which counts
the number of quanta in each normal mode. The index 
labels the manifold of normal modes with the same fre-
quency �̄ while degeneracy of the th normal mode is de-
noted d=1, N−1, or N�N−3� /2 for =0�, 1�, or 2, respec-
tively.

E. Transformation to normal modes: Symmetry coordinates

The transformation to normal modes would appear to be a
formidable proposition since if N is in the millions, the num-
ber of normal modes P is of the order 1012 or larger. How-
ever, the D→� structure is maximally symmetric �see Ref.
�21��, and it is this maximal point group symmetry which
allows the normal modes to be derived �see Ref. �22��.

The normal modes may be written as

q��
� = c�

� �cos ��
� �Sr�

� �� + sin ��
� �S��

� ��� �26�

for the �= �N� and �N−1,1� sectors, where the � denote the
two normal mode vectors for each � and

q��N−2,2� = c�N−2,2� S��
�N−2,2�, �27�

where the symmetry coordinates �SX�
� �� �defined in Ref. �22��

may be written as

Sr�
�N� =

1
�N

�
k=1

N

r̄k�, S��
�N� =� 2

N�N − 1��l=2

N

�
k=1

l−1

�̄kl� ,

�Sr�
�N−1,1��i =

1
�i�i + 1�

��
k=1

i

r̄k� − ir̄i+1� � ,

�S��
�N−1,1��i =

1
�i�i + 1��N − 2�

���
l=2

i

�
k=1

l−1

�̄kl� + �
k=1

i

�
l=k+1

N

�̄kl�	
− i��

k=1

i

�̄k,i+1� + �
l=i+2

N

�̄i+1,l� 	� ,

where 1� i�N−1, and

�S��
�N−2,2��ij =

1
�i�i + 1��j − 3��j − 2���

j�=2

j−1

�
k=1

�j� − 1, i�min

�̄kj�
�

+ �
k=1

i−1

�
j�=k+1

i

�̄kj�
� − �j − 3��

k=1

i

�̄kj�

− i��
k=1

i

�̄k,�i+1�� + �
j�=i+2

j−1

�̄�i+1�,j�
� �
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+ i�j − 3��̄�i+1�,j� 	 , �28�

where 1� i� j−3 and i+3� j�N.

F. Next-order Hamiltonian correction in the normal
coordinate basis: Clebsch-Gordan coefficients of SN

After applying the linear transformation to normal modes

to the higher-order terms in the expansion of H̄ in Eq. �19�,
each of the higher-order terms, H̄j, is polynomial in the nor-
mal modes and their derivatives. Defining GV and FV to be
the G and F tensors in the normal coordinate basis, the first-
order Hamiltonian takes the form

H̄1 = −
1

2
�3

�1�GV��1,�2,�3
q̄�1
� �q̄

�2
� �q̄

�3
� +

1

3!
�3

�1�FV��1,�2,�3
q̄�1
� q̄�2

� q̄�3
�

−
1

2
�1

�1�GV�� �q̄
��

+ �1
�1�FV�� q̄��. �29�

Since each higher-order term is scalar under the maximal SN
point group symmetry i.e., they transform under the �N� rep-
resentation of the maximal SN point group, the normal coor-

dinates in each monomial term in H̄j must be coupled to-
gether by Clebsch-Gordan coefficients of SN to produce a
scalar quantity. Thus we can write

�1
�1�GV�� = �1

�1���N�
G �Y 	�N��,

�1
�1�FV�� = �1

�1���N�
F �Y 	�N��,

�3
�1�GV��1,�2,�3

= �
R

�3
�1���1,�2,�3,R

G �Y1,Y2,Y3
�C�1�2�3,R��1,�2,�3

,

�3
�1�FV��1,�2,�3

= �
R

�3
�1���1,�2,�3,R

F �Y1,Y2,Y3
�C�1�2�3,R��1,�2,�3

,

�30�

where the 	�N�� and C�1�2�3,R are the appropriate Clebsch-
Gordan coefficient of SN. Here repeated �1, �2, and �3 labels
are not summed over. The indices Y run over + and −. There
are two linearly independent Clebsch-Gordan coefficients
coupling three �N−2,2� irreps. together to form a scalar �N�
irrep. Thus R has two values, running from I to II when
�1�2�3=222. All other couplings of the �N�, �N−1,1�, and
�N−2,2� irreps. have only one Clebsch-Gordan coefficient,
and so R has only one value, I. The small coefficient tensors,
�, depend on the specifics of the system.

G. First-order wave function

Previous applications of dimensional expansions went to
very high order, but for systems with a large number of de-
grees of freedom, the derivation of these high order terms is
computationally prohibitive and subject to numerical diffi-
culties. In Ref. �28� Dunn et al. presented an algorithm by
which these corrections may be derived exactly using tensor

algebra. Using this formalism, the first-order correction to
the lowest-order wave function is derived in Ref. �25�. Writ-
ing the wave function through first order as

�1�q�� = �1 + 	1/2�̂��0�q�� , �31�

then �̂ satisfies the commutator equation

��̂,H̄0��0 = H̄1�0. �32�

To solve this equation, it is helpful to note that since �0�q��
is a Gaussian function, the derivatives in H̄1 and H̄0 written
in normal coordinates “bring down” normal coordinates from

the exponent so that H̄1 effectively becomes a third-order
polynomial of only odd powers in q�.

1. Evaluation of derivatives in Ĥ1�0

We evaluate the derivatives implicit in Eq. �32�, noting
the Gaussian form of �0�q��, to reduce the operator equation
to a polynomial equation in q��,

�q
��
�0�q�� = − �̄�q�� �0�q�� , �33�

�q
��

2
�0�q�� = �− �̄� + �̄�

2�q���
2��0�q�� . �34�

Therefore with the substitutions

�q
��
→ − �̄� q��, �35�

�q
�i
� �q

� j
� → �̄�i

�̄�j
q�i
� q�j

� − 	ij �̄�i
, �36�

the action of H̄1 on �0�q�� becomes equivalent to the action

of a third-order polynomial �H̄1�eff on �0�q��,

H̄1�0�q�� = �H̄1�eff �0�q�� , �37�

where

�H̄1�eff = �
�1,�2,�3

�−
1

2
�3

�1�GV��1,�2,�3
�̄�2

�̄�3

+
1

3!
�3

�1�FV��1,�2,�3
�q�1

� q�2
� q�3

�

+ �
�1

�1

2�
�2

�3
�1�GV��1,�2,�2

�̄�2
+

1

2
�1

�1�GV��1
�̄�1

+ �1
�1�FV��1�q�1

� . �38�

We define the �4�4�4� tensor �1,2,3

H1 and the length-4
column vector �1

H1 so that the above equation may be written
in terms of Clebsch-Gordan coefficients of SN, C�1,�2,�3

123R �see
Sec. V.B in Ref. �25��, and their coefficient tensors

�1,2,3,R
H1 = −

1

2 3
�1��1,2,3,R

G �̄2
�̄3

+
1

3! 3
�1��1,2,3,R

F ,

�39�
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�1

H1 =
1

2�
2

d2 3
�1��1,2,2,I

G �̄2
+

1

2 1
�1��1

G �̄1
+ 1

�1��1

F ,

�40�

where repeated 2 and 3 indices in Eq. �39� and repeated
1 indices in Eq. �40� are not summed over. Therefore, the

polynomial �H̄1�eff may be written in the following compact
form:

�H̄1�eff = �
1,2,3,R

�1,2,3,R
H1

� �
�1,�2,�3

C�1,�2,�3

123R �q1
� ��1

�q2
� ��2

�q3
� ��3

+ �
=0+,0−�

�
H1q� . �41�

2. Derivation of the cubic �

From Eqs. �32� and �41� �in Sec. II G 1�, we obtain the
polynomial equation

��,H0��0 = �H̄1�eff �0. �42�

Solving this equation for the polynomial �, we obtain

� = �
1,2,3,R

�
�1,�2,�3

�3
�1��1,2,3,R

� C�1,�2,�3

123,R�

��q1
� ��1

�q2
� ��2

�q3
� ��3

+ �
=0+,0−�

1
�1��

� q� , �43�

where

3
�1��1,2,3,R

� =
− 3

�1��1,2,3,R
H1

�̄1
+ �̄2

+ �̄3

, �44�

1
�1��0�

� =
1

�̄0�
�− 1

�1��0�
H1� �45�

�+ �


d�3
�1��0�

� + 3
�1��0�

� + 3
�1��0�

� �� . �46�

Therefore, the first-order many body wave function is ob-
tained by multiplying the lowest-order wave function by �, a
polynomial in q� given by Eqs. �43� and �44�,

�1�q�� = �1 + 	1/2���0�q�� . �47�

III. DERIVATION OF THE DENSITY PROFILE FOR THE
WAVE FUNCTION THROUGH FIRST ORDER

A. Recap: The lowest-order density profile

In Ref. �23�, we derived the Jacobian-weighted density
profile at lowest order by integrating over many of the de-
grees of freedom of the wave function and transforming that
integral from normal to internal coordinates. We arrived at
�Eq. �68� in Ref. �23��

S�D�N0�r� = N� D

�2�D�
R

�
exp�− R�r

�D

��D�
− �Dr̄��2	 .

�48�

The factor S�D� is the D-dimensional solid angle �27�,

S�D� =
2�D/2

��D

2
� , �49�

and the quantity R �a number� is defined in Eq. �87� below.
Notice that the lowest-order Jacobian-weighted density

profile is a Gaussian �normalized to N� centered around r
=��D�r̄�, the D→� configuration radius in oscillator units
�see Eqs. �9� and �13� in Ref. �23��. The form of this Gauss-
ian function is flexible in the sense that its shape depends on
the values of two quantities, R and r̄�. However, this lowest-
order Jacobian-weighted density profile is still limited to a
symmetric shape about r=��D�r̄�. The corrections derived
from the first-order wave function will add further flexibility
by allowing for asymmetry.

B. Density profile corrections from the wave function
through first order

The derivation of the density profile for the first-order
wave function is similar to that of the lowest-order density
profile in that the same transformations are used to perform a
change of coordinates. Integrals over the normal coordinates
q0+� , q0−� , �q1+� �N−1, and �q1−� �N−1 are transformed to r̄N� , r̄S�, S��

�N�,
and �S��

�N−1,1���N−1�, where

r̄S� = �
i=1

N−1

r̄i�. �50�

The density profile for the first-order wave function is
derived from the first-order wave function in a similar way
the to lowest-order derivation. In Ref. �23� we showed that
we can write

S�D�N�r� = N�
−�

�

¯�
−�

�

	 f�r − rN�

��g���y���2 �
=0�,1�,2

�
�=1

d

d�q� ��	 . �51�

By simply substituting �g�1�q���2=L1
2�1+	1/2��2�g�0�q���2

for �g��q���2 in Eq. �51�, where L1 is the normalization con-
stant for the wave function through first order, we obtain the
density profile for the first-order wave function as

N1�r� =
NL1

2

S�D��−�

�

¯�
−�

�

�
=0�,1�,2

�
�=1

d

d�q���

� 	 f�r − rN��1 + 2	1/2� + 	�2��g�0�q���2

= L1
2�1 + 	1/2

1N1�r� + 	 2N1�r��N0�r� , �52�

where 	 f�r−ri� is the Dirac delta function �differentiated
from the inverse dimension, 	, by the subscript f�. Since the

DUNN et al. PHYSICAL REVIEW A 80, 062108 �2009�

062108-6



density profile is a positive quantity �it involves the square of
the wave function, a real quantity�, for N1�r� to be a positive
function of r for all real positive 	 implies a relationship
between 1N1�r� and 2N1�r�, specifically

2N1�r� =
�1N1�r��2

4
, �53�

so that

N1�r� = L1
2�1 + 	1/2 1N1�r�

2
	2

N0�r� . �54�

Thus to derive the density profile, N1�r�, from the through
first-order wave function we only have to derive 1N1�r� �L1
and 2N1�r� are determined by 1N1�r� through Eq. �53��.

From Eq. �54�, the correction to first order in 	1/2 to the
lowest-order Jacobian-weighted density profile is

	1/2L1
2

1N1�r�N0�r�

=
NL1

2

S�D�
2	1/2�

−�

�

¯�
−�

�

�
=0�,1�,2

�
�=1

d

d�q� ��

� 	 f�r − rN���g�0�q���2. �55�

Substituting � from Eq. �43�, we obtain

1N1�r�N0�r�

=
N

S�D�
2�

−�

�

¯�
−�

�

�
=0�,1�,2

�
�=1

d

d�q� �� 	 f�r − rN�

� � �
1,2,3,R

�
�1,�2,�3

3
�1��1,2,3,R

�

�C�1,�2,�3

123,R �q1
� ��1

�q2
� ��2

�q3
� ��3

+ �
=0+,0−�

1
�1��

� q��
� �g�0�q���2, �56�

where 1, 2, and 3 each run over 0+, 0−, 1+ 1−, and 2, and
1��1 ,�2 ,�3�d where d=1, N−1, and N�N−3� /2 for 
=0�, 1�, and 2, respectively. When =2, I�R� II; other-
wise R= I.

1. Normal coordinate integrals

We simplify Eq. �56� by defining the �P�P�P� tensor
3M�1,�2,�3

of integrals and the length P column vector 1M� of
integrals as special cases of the rank n tensor of integrals,

nM�1,�2,. . .,�n
= �

−�

�

¯�
−�

�

�
=0�,1�,2

�
�=1

d

d�q� �� 	 f�r − rN�

�q�1
� q�2

� . . . q�n
� �g�0�q���2. �57�

Indexing 3M and 1M by �i ,�i� rather than �i �see Table III
of Ref. �29��, we can write the density profile as a tensor
contraction,

1N1�r�N0�r� =
2N

S�D�� �
1,2,3,R

�
�1,�2,�3

3
�1��1,2,3,R

� C�1,�2,�3

123,R
3M�1,�2,�3

123 + �
=0+,0−�

1
�1��

�
1M1

� . �58�

Each element of the M tensor is an integral.
Due to the presence of the Dirac delta function in 3M and

1M we must treat integrals over normal coordinates involv-
ing rN differently from those that do not involve rN. As in
Ref. �23� which derives the lowest-order density profile
N0�r�, we note that rN appears in only four normal coordi-
nates, i.e., in q0+� , q0−� , �q1+� �d1+, and �q1−� �d1− �see Eqs.
�26�–�28��. The remaining �N�N+1� /2−4� integrals, the
overwhelming majority of the integrals, are easily evaluated
using the integral identity

�
−�

� ��̄�

�
�q���

me−�̄��q���2
dq�� =

�1 + exp�im���
2���̄�

m/2 ��m + 1

2
� ,

�59�

which is zero when m is odd. Thus many terms are zeroed
out; only those terms involving even powers of the normal
coordinates which are independent of rN contribute.

Thus from Eqs. �58� and �59� we find

1N1�r�N0�r� =
2N

S�D�� �
1�,2�,3�

3
�1��1�,2�,3�,I

� Cd1�
,d2�

,d3�

1�2�3�,I
3Md1�

,d2�
,d3�

1�2�3�

+ �
�
��

̄

1

2�̄̄

�3
�1��̄,̄,�,I

� + 3
�1��̄,�,̄,I

� + 3
�1���,̄,̄,I

� �C
�̄,�̄,d�

̄̄�,I
+ 	�,0� 1

�1���
� 	1Md�

� � , �60�
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where all primed indices range over 0� and 1�, 	�,0� equals
1 when �=0� but is 0 otherwise, ̄ ranges over 1� and 2,

and 1��̄�d1�−1=N−2 when ̄=1� or 1��̄�d2=N�N
−3� /2 when ̄=2.

2. Clebsch-Gordan tensor contractions

The relevant Clebsch-Gordan elements and sums in the
above equation are

C1 1 1
0 0 0,I = 1,

CN−1 1 1
1 0 0,I = C1 N−1 1

0 1 0,I = C1 1 N−1
0 0 1,I = 0,

CN−1 N−1 1
1 1 0,I = CN−1 1 N−1

1 0 1,I = C1 N−1 N−1
0 1 1,I = 1, �61�

CN−1 N−1 N−1
1 1 1 ,I =

− �N − 2�
�N�N − 1�

,

�
�̄=1

N−2

C
�̄ �̄ 1

1 1 0,I
= N − 2, �62�

�
�̄=1

N�N−3�/2

C
�̄ �̄ 1

2 2 0,I
=

N�N − 3�
2

, �63�

�
�̄=1

N−2

C
�̄ �̄ N−1

1 1 1,I
=

N − 2
�N�N − 1�

, �64�

�
�̄=1

N�N−3�/2

C
�̄ �̄ N−1

2 2 1,I
= 0. �65�

Equation �65� simply follows from the fact that since the 2
irrep. indices are saturated, there is nothing to couple the 1
irrep. index with to form a scalar 0 irrep.

Equation �60� may be further simplified by defining two
tensors which hold the coefficients of the elements of

3Md1�
,d2�

,d3�

1�2�3� and 1Md�

� tensors. We define a 4�4�4 tensor,
3E1�,2�,3�

, to be the nonzero coefficients of the elements of

3Md1�
,d2�

,d3�

1�2�3� �which are cubic in rN�,

3E1�,2�,3�
= 3

�1��1�,2�,3�,I
� Cd1�

,d2�
,d3�

1�2�3�,I . �66�

We emphasize that the above equation is a simple elemental
multiplication; no summation is implied. Using the above
Clebsch-Gordan elements, we obtain

3E0�,0�,0� = �0�,0�,0�
� , �67�

3E1�,0�,0� = 3E0�,1�,0� = 3E0�,0�,1� = 0, �68�

3E1�,1�,0� = �1�,1�,0�
� , �69�

3E0�,0�,1� = �1�,0�,0�
� , �70�

3E0�,1�,1� = �0�,1�,1�
� , �71�

3E1�,1�,1� =
− �N − 2�
�N�N − 1�

�1�,1�,1�
� . �72�

In Eqs. �67�–�72�, each � associated with a sector  is taken
to be independent of the � associated with the other two
sectors.

We also define a length-four column vector 1E� to be the

nonzero coefficients of the elements of 1Md�

� �which are

linear in rN�,

1E� = �
̄

1

2�̄̄

�3
�1��̄,̄,�,I

� + 3
�1��̄,�,̄,I

�

+ 3
�1���,̄,̄,I

� ��
�̄

C
�̄,�̄,d�

̄̄�,I
+ 	�,0� 1

�1���
� , �73�

i.e.,

1E0� =
�N − 2�

2

1

�1+
��1+1+0�

� + �1+0�1+
� + �0�1+1+

� �

+
�N − 2�

2

1

�1−
��1−1−0�

� + �1−0�1−
� + �0�1−1−

� �

+
N�N − 3�

4

1

�2
��220�

� + �20�2
� + �0�22

� � + 1
�1��0�

� ,

�74�

1E1� =
N − 2

2�N�N − 1�
1

�1+
�3

�1��1+1+1�
� + 3

�1��1+1�1+
� + 3

�1��1�1+1+
� �

+
N − 2

2�N�N − 1�
1

�1−
�3

�1��1−1−1�
� + 3

�1��1−1�1−
� + 3

�1��1�1−1−
� � .

�75�

Using Eqs. �66� and �73�, Eq. �60� may be written in a sim-
pler form as

1N1�r�N0�r� =
2N

S�D�� �
1�,2�,3�

3E1�,2�,3� 3Md1�
,d2�

,d3�

1�2�3�

+ �
�

1E� 1Md�

� � . �76�

3. Transformation of the integrals to symmetry coordinates

The elements of the M tensors are integrals over the nor-
mal coordinates. We use the T transformation in Ref. �23�,
where
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q�0+

q�0−

�q�1+
�N−1

�q�1−
�N−1

� = Ta�, �77�

to write these M tensors in terms of integrals over the coor-
dinates of the four-element vector

a� = �r̄N�

b�
� , �78�

where

b� = 
 r̄S�

S��
�N�

�S��
�N−1,1���N−1�

� , �79�

i.e.,

nMd1�
d2�

. . .dn�

1�2�. . .n� = �
i1,i2,. . .,in

T1�,i1
T2�,i2

. . . Tn�,in nMi1i2. . .in
,

�80�

where T is given in Eqs. �53�–�55� in Ref. �23�. Applying the
analysis of Sec. VIII in Ref. �23� to the nMi1i2. . .in

tensor, we
arrive at

nMi1i2. . .in
=

JT��̄0+�̄0−�̄1+�̄1−

�2 �
−�

� �
−�

� �
−�

� �
−�

�

	 f�r − a1�

� ai1
ai2

. . . ain
exp�− K0a1

2 − 2a1KTb�

− b�TKb�� da1 d3 b�, �81�

where K0, K, and K are defined in Eqs. �59�–�61�, respec-
tively, in Ref. �23� and JT is the Jacobian of the transforma-
tion from q0+� , q0−� , �q1+� �d1+, and �q1−� �d1− to the internal coor-

dinates a� �Eq. �55� in Ref. �23��.
Substituting Eq. �80� into Eq. �76� we obtain the density

profile in terms of integrals over internal coordinates, i.e.,

1N1�r�N0�r� =
2N

S�D�� �
i1,i2,i3

3�i1i2i3 3Mi1i2i3
+ �

i
1�i 1Mi� ,

�82�

where the �length 4� column vector 1�i and the �4�4�4�
tensor 3�i,j,k are

1�i = �
�

1E�T�,i, �83�

3�i1i2i3
= �

1�,2�,3�

3E1�,2�,3�
T1�,i1

T2�,i2
T3�,i3

. �84�

4. Evaluation of the integrals

To perform the integrals of Eq. �81� for 3Mi1i2i3
and 1Mi

in Eq. �82�, we define the four-component vector

V = � 1
2K0

K
� . �85�

Equation �81� can be written as a series of derivatives of a
term proportional to N0�r�,

nMi1i2. . .in
=

�det KR

�2 � �− 1

2r̄�

�

�Vi1
�

��− 1

2r̄�

�

�Vi2
� . . . �− 1

2r̄�

�

�Vin
�

��
−�

� �
−�

� �
−�

� �
−�

�

	 f�r − a1�

� exp�− K0 a1
2 − 2a1KTb� − b�TKb�� da1d3b�,

�86�

where we have also used Eq. �67� in Ref. �23�,

R =
�̄0+�̄0−�̄1+�̄1−JT

2

det K = �K0 − KTK−1K� . �87�

Upon using the integral identity

�
−�

�

¯�
−�

�

exp�− b�TKb� − 2a1KTb��dnb�

=
�n/2

�det K
exp�a1

2KTK−1K� , �88�

in Eq. �86� we obtain

nMi1i2. . .in
=� R

	��D�2�
�89�

��− 1

2r̄�

�

�Vi1
��− 1

2r̄�

�

�Vi2
� . . . �− 1

2r̄�

�

�Vin
�

�exp�− �K0 − KTK−1K�r̄�2� , �90�

which yields
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nMi1i2. . .in
=� R

	��D�2�
Ĉ�1�i1 1�i2

� ¯ � 1�in
r̄�n + 2�i1i2 1�i3 1�i4

� ¯ � 1�in
r̄�n−2� + 2�i1i2 2�i3i4 1�i5 1�i6

� ¯

� 1�in
r̄�n−4 + ¯ +�2�i1i2 2�i3i4

� ¯ � 2�in−1in when n is even

2�i1i2 2�i3i4
� ¯ � 2�in−2in−1 1�in

r̄� when n is odd,
� �91�

where the �’s are elements of

1� = −
1

2
�V�− R� = � 1

− K−1K
� , �92�

2� = −
1

2
�V � 1� =

1

2
�0 0

0 K−1 � . �93�

1� is four-dimensional vector and 2� is a

4�4-dimensional matrix. The Ĉ operator acts on each term
in Eq. �91� to produce a sum of terms over all the distinct
combinations of indices.

From Eq. �91� we can now evaluate each element of the
M tensors,

1Mi =� R

	 � �D�2� 1�ir̄�, �94�

3Mi1i2i3
=� R

	 ��D�2�
�1�i1 1�i2 1�i3

r̄�3

+ �2�i1i2 1�i3
+ 2�i1i3 1�i2

+ 2�i2i3 1�i1
�r̄�� .

�95�

C. Result: Density profile for the first-order wave
function

1. Density profile in displacement coordinates

Using Eqs. �94�, �95�, and �82� in Eq. �54� yields the
density profile

N1�r� =
NL1

2

S�D�
� R

	 ��D�2�
�1 +

	1/2

2
�A1r̄� + A3r̄�3��2

�exp�− Rr̄�2� , �96�

where the quantities A1 and A3 in the polynomial are

A1 = 2��
i

1�i 1�i + �
i1,i2,i3

�2�i1i2 1�i3
+ 2�i1i3 1�i2

+ 2�i2i3 1�i1
�3�i1i2i3	 , �97�

A3 = 2 �
i1,i2,i3

1�i1 1�i2 1�i3 3�i1i2i3
, �98�

where

1�i = �
=0�,1��

T,i
1E, �99�

3�i,j,k = �
1=0�,1��

�
2=0�,1��

�
3=0�,1��

T1,i T2,j T3,k

�3E1,2,3
, �100�

1�i = �1, i = 1

− �K−1K�i−1, 1 � i � 4,
� �101�

and

2�i,j 1�k = Ki−1,j−1
−1

1�k �i−1� j−1 + K j−1,k−1
−1

1�i � j−1�k−1

+ Kk−1,i−1
−1

1� j �k−1�i−1, �102�

where

�m = �0 when m � 0

1 when m � 1.
� �103�

Since

�
−�

+� �1 +
	1/2

2
�A1 r̄� + A3 r̄�3��2

exp�− Rr̄�2�dr̄�

=
��
�R

�1 +
	�4A1

2R2 + 12A1A3R + 15A3
2�

32R3 � �104�

for R�0, we conclude that

L1
2 =

32R3

32R3 + 	 �4A1
2 R2 + 12A1A3 R + 15A3

2�
. �105�

The density profile for the through first-order wave func-
tion has the form of a sixth-order polynomial multiplied by
the lowest-order density profile. Note that the density profile
is a function of the coordinate r, which is not the dimension-
ally scaled internal displacement coordinate r̄��r ;D�. Thus
one must make the following substitution in Eq. �96� to ob-
tain the density profile as an explicit function of r:

r̄��r;D� = 	−1/2� r

��D�
− r̄�� . �106�

We have derived the N-body density profile for the wave
function through first order in 	1/2. This density profile,
N1�r�, of Eq. �96� includes the full interactions of N particles
through first order in the perturbation series exactly and ana-
lytically. The details of the interactions at each order are
folded into R, A1, A3, and r̄�.

2. Density profile in oscillator units

For the case of a system under harmonic confinement
�such as the present trapped Hooke’s law gas or a BEC in a
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parabolic trap� we may choose an oscillator-unit scaling
��D�=D2āho, where

āho =
1

D3/2aho. �107�

Therefore

��D� = �Daho, �108�

r̄� = � r

aho
− �Dr̄�� , �109�

and defining

rosc =
r

aho
�110�

in oscillator units, we obtain the Jacobian-weighted density
per particle,

N0�rosc� �
S�D�

N
=�R

�
exp�− R�rosc − �Dr̄��2� ,

�111�

N1�rosc� �
S�D�

N
= L1

2�1 +
	1/2

2
�A1�rosc − �Dr̄��

+ A3�rosc − �Dr̄��3��2

� N0�rosc� �
S�D�

N
.

�112�

IV. TEST APPLICATION: HARMONICALLY
INTERACTING PARTICLES UNDER HARMONIC

CONFINEMENT

In this paper we have derived the Jacobian-weighted den-
sity profile for the wave function through first order as an
example of an observable which may be derived from the
N-body interacting wave function. We test this general for-
malism for the density profile by comparing it to the density
profile of the analytically solvable system of N harmonically
interacting particles in a harmonic-confining potential with
Hamiltonian

H =
1

2
��

i

N �−
�2

�ri
2 + �t

2 ri
2	 + �

i�j

�p
2 ri,j

2 � . �113�

The exact analytic density profile for this system is indepen-
dently derived in the Appendix �see Eqs. �A48� and �A54��,
and this is expanded through first order in 	1/2 to yield the
exact density profile through first order �see Eq. �A70��. This
analysis shows that the density profile for any N or interac-
tion strength follows a universal curve when a simple scaling
is applied to the radial variable �it should be noted that this is
not true of the wave function� and is given by

N�r̄eff� =
2DD/2

��D

2
� r̄eff

D−1 exp�− Dr̄eff
2 � , �114�

where

r̄eff = ��effr̄ , �115�

�eff =
N�

N + � − 1
, � = �1 + N�p

2, �p = �p/�t, �116�

and

N�r̄eff� � =
1

��eff

N�r̄�� . �117�

By expanding Eq. �114� to first order and using Eq. �53� we
obtain

N1�r̄eff� � = L1
2�1 +

	1/2

2
�2�2r̄eff�3

3
− r̄eff� �	2� 2

�
�1/2

exp�− 2r̄eff�2� ,

�118�

where

L1
2 =

96

96 + 5	
. �119�

This scaled density profile for D=3 �	=1 /3� is plotted in
Fig. 1. One readily sees the improvement obtained from the
first-order wave function, confirming the efficacy of this ap-
proach to the general confined N-body problem, which may
be systematically improved by going to higher orders.

The general theory developed in this paper for the density
profile involves no such harmonic interaction specific scaling
since it is applicable to any interparticle potential, not just
harmonic interparticle potentials. Consequently in Figs. 2
and 3 we plot the density profile for D=3 �	=1 /3� without
this harmonic-interaction specific scaling for two very differ-

0.0 0.5 1.0 1.5 2.0 2.5 3.0

0.0

0.2

0.4

0.6

0.8

r�� Λeff r�aho

�n
�r�
��

N
��

4Π
r� 2

FIG. 1. Scaled density profile at D=3 for N harmonically inter-
acting particles under harmonic confinement in oscillator units of
the confining potential. The dotted curve is the lowest-order density
profile, while the dashed curve is the density profile for the first-
order wave function. The solid curve is the exact result. The scaling
factor, ��eff, is explained in the Appendix.
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ent interparticle interaction strengths. Both are for N
=10 000 particles, but Fig. 2 features strongly attractive in-
teractions, while Fig. 3 is for a repulsive interaction just be-
low the dissociation limit. In the former case the system is
tightly bound and very compact. In the latter case the con-
fining potential is barely able to hold the system together
against the combined effect of the repulsive interactions, and
the system is very extended.

The density profile derived from the general N-body for-
malism developed in this paper and implemented in MATH-

EMATICA �30� code �31� is indistinguishable from the density
profiles derived from the exact independent solution of the
harmonically interacting system. The agreement between the
general formalism, which uses a perturbation series invariant
under SN, and the direct density profiles of Eqs. �114� and
�118� obtained in the Appendix, confirms the correctness of
the general formalism developed in this paper and its imple-
mentation in MATHEMATICA �30� code.

V. SUMMARY AND CONCLUSIONS

While the resources required to solve classical systems
scale as a polynomial with the number of particles, N, allow-
ing calculations to be performed involving large numbers of
particles, the situation regarding large-N quantum systems is
not so felicitous. In this case the resources required scale
exponentially with N, making calculations for large-N quan-
tum systems a far more formidable challenge unless N and
the interparticle interaction strengths allow an approxima-
tion, such as the mean-field approximation.

In a series of papers, we have been developing an ap-
proach to the general interacting quantum system of N iden-
tical bosons, which while essentially analytic makes no as-
sumptions regarding the form or strength of the interparticle
interactions. This approach derives the interacting N-body
wave function for identical bosons, from which any observ-
able quantity can in principle be derived. In the process,
collective normal mode coordinates are derived revealing the
nature of the microscopic motions of the particles of the
system for any interaction. Using this wave function, prop-
erties such as energies and density profiles have been de-
rived.

The method involves expanding the system in inverse
powers of the spatial dimension D. At large D, systems ex-
hibit a point group structure of a far higher degree of sym-
metry �isomorphic to SN� than is possible in three dimen-
sions, allowing group theory and graphical techniques to be
used to tame the exponential N scaling, leading to an essen-
tially analytic solution at lowest order in the wave function.
This large-dimension SN point group partitions the normal
modes of the system into five groups, each of which trans-
forms under an irreducible representation of SN. The physics
of the problem involves center-of-mass excitations �for a sys-
tem under harmonic confinement�, breathing-mode excita-
tions, single-particle excitations, and phonon excitations. The
two normal modes which transform under scalar �N� irreps.
are, for a harmonic-confining potential, the center-of-mass
and breathing modes; there are two groups of normal modes
which transform under �N−1,1� irreps. which are radial and
angular single-particle modes and one group transforming
under the �N−2,2� irrep. for phonon modes.

More recently, in a major development of this approach,
this method has been successfully extended, analytically and
exactly, to first-order in the wave function, and in principle
the techniques developed to do this can be extended to yet
higher orders. To any finite order, the problem scales as N0.

This paper is concerned with the application of this first-
order wave function to the derivation of a physical property
of interacting N-body quantum systems, namely, the density
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FIG. 2. Unscaled density profile at D=3 for N=10 000 particles
under harmonic confinement with strong attractive harmonic inter-
actions ��p

2 =100� in oscillator units of the confining potential. The
dotted curve is the lowest-order density profile, while the dashed
curve is the density profile for the first-order wave function. The
solid curve is the exact result. The parameter �p

2, as explained in the
Appendix, is the interaction frequency squared in oscillator units of
the confining potential.
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FIG. 3. Unscaled density profile at D=3 for N=10 000 particles
under harmonic confinement with repulsive harmonic interactions
��p

2 =−1 /10 000+10−10� in oscillator units of the confining poten-
tial. The system is just below the dissociation threshold and very
extended. The dotted curve is the lowest-order density profile, while
the dashed curve is the density profile for the first-order wave func-
tion. The solid curve is the exact result. The parameter �p

2, as ex-
plained in the Appendix, is the interaction frequency squared in
oscillator units of the confining potential.
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profile of the first-order wave function. In a test of this
theory, the density profile derived from the first-order wave
function is tested on an exactly solvable model, namely, a
system of harmonically interacting particles in a harmonic-
confining potential. The harmonic interparticle interactions
may be attractive or repulsive and if the interactions are suf-
ficiently repulsive the system will dissociate despite the pres-
ence of the harmonic-confining potential.

The general theory developed in this and prior papers
agrees with the exact results for this system obtained from
the independent solution, showing strong convergence to the
exact three-dimensional result for both strongly attractive in-
teractions and repulsive interactions just below the dissocia-
tion threshold.

While this paper �as well as Ref. �19�� has focused on the
harmonically interacting system in a harmonic-confining po-
tential, the theory is not limited to these systems and in past
papers we have examined other systems at lowest order, such
as the Bose-Einstein condensate, N-electron atoms, and
quantum dots. While the lowest-order approximation for the
BEC captures the behavior of the system for a range of N
and interaction strengths, when N or the interaction strength
is larger than this range, the lowest-order density profile in-
creasingly does not have the flexibility needed to capture the
behavior of the system. The result derived from the first-
order wave function does have this flexibility and so it is
very desirable to apply this density profile to strongly inter-
acting BECs as well as other strongly interacting systems. Of
particular note is the fact that the functional form of the
density profile of Eq. �112�, derived from the first-order wave
function, admits structure �wiggles� indicating the onset of
crystallization or fermionization. Although such behavior is
not seen for the long-range harmonic interactions examined
in this paper, other systems do exhibit such transitions.

While we focused in this paper on density profiles, the
theory derives the exact first-order wave function from which
any observable may be derived. Also excited states may be
derived, and the theory needed to extend these results to
higher-angular-momentum states has been set up �32,33�.
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APPENDIX: DENSITY PROFILE OF HARMONICALLY
INTERACTING PARTICLES SUBJECT TO A
HARMONIC CONFINING POTENTIAL—AN

INDEPENDENT SOLUTION

The Hamiltonian of the harmonically interacting model
system of identical particles is

H =
1

2
��

i

N �−
�2

�ri
2 + �t

2 ri
2	 + �

i�j

�p
2 ri,j

2 � . �A1�

1. Exact N-body wave function

Making the orthogonal transformation to center-of-mass
and Jacobi coordinates,

R =
1

�N
�
k=1

N

rk and �i =
1

�i�i + 1�
��

j=1

i

r j − iri+1� ,

�A2�

where 1� i�N−1, the Hamiltonian becomes,

H =
1

2
�−

�2

�R2 + �t
2 R2� +

1

2 �
i=1

N−1 �−
�2

��i
2 + �int

2 �i
2� ,

�A3�

the sum of N, D-dimensional harmonic-oscillator Hamilto-
nians, where

�int = ��t
2 + N�p

2. �A4�

The ground-state solution of the Schrödinger equation

H� = E� �A5�

is the product of harmonic-oscillator wave functions,

��R,�i�;D� = ��R;�t,D��
i=1

N−1

�� i;�int,D� , �A6�

where ��r ;� ,D� is the D-dimensional, harmonic-oscillator,
ground-state wave function,

��r;�,D� =��D/2

�D/2 exp�−
�

2
r2� , �A7�

and ��r ;� ,D� satisfies the normalization condition,

�
0

�

���r;�,D��2 rD−1dDr = 1, �A8�

so that

�
−�

�

���R,�i�;D��2�
i=1

N−1

dD�id
DR = 1. �A9�

2. Exact N-body density profile

Since the wave function is a completely symmetric func-
tion under any permutation of the particles, one can write the
Jacobian-weighted density profile as

N�r� = N�
−�

�

���R,�i�;D��2	�r − rN��
i=1

N−1

dD�i dDR ,

�A10�

where from Eqs. �A6� and �A7�, the unweighted wave func-
tion is

��R,�i�;D� =��t
D/2

�D/2 exp�−
�t

2
R2���int

D/2

�D/2��N−1�/2

��
i=1

N−1

exp�−
�int

2
�i

2� . �A11�

Since the transformation from single-particle coordinates,
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r1 , . . . ,rN, to Jacobi and center-of-mass coordinates,
�i� and R, is orthogonal,

N�r� = N��t
D/2

�D/2���int
D/2

�D/2�N−1

M�r� = rD−1 �r� , �A12�

where  �r� is the unweighted density profile, and

M�r� =� dDr1dDr2 . . . dDrN	�r − rN�

�exp�− ��t − �int�R2�exp�− �int�R2 + �
i=1

N−1

�i
2�	 .

�A13�

Defining

Nr = r1 � r2 � ¯ � rN =

r1

r2

]

rN

� , �A14�

NJ = JN � ID, �A15�

where ID is the D�D dimensional unit matrix in the
D-dimensional coordinate space and JN is the N�N dimen-
sional matrix of elements equal to 1 in the particle label
space, then we can write

R2 =
1

N NrT
NJ Nr , �A16�

R2 + �
i=1

N−1

�i
2 = �

i=j

N

r j
2 = NrT

NINr , �A17�

where

NI = IN � ID, �A18�

IN is the N�N dimensional unit matrix in the particle label
space. Since �dDrN=�rN

D−1drN�d�N, where �d�N is the in-
tegral over the D-dimensional solid angle, we can write

M�r� =� dDr1dDr2 . . . dDrN	�r − rN�

�exp�−
��t − �int�

N NrT
NJNr�exp�− �int NrT

NINr�

= S�D�rD−1 exp�−
��t + �N − 1��int�

N
r2�

�� dDr1dDr2 . . . dDrN−1

�exp�− N−1rT A N−1r − 2BT
N−1r� , �A19�

where

S�D� =
2�D/2

��D

2
� �A20�

is the D-dimensional solid angle,

N−1r = r1 � r2 � ¯ � rN−2 � rN−1, �A21�

A = �int N−1I +
��t − �int�

N N−1J , �A22�

B =
��t − �int�

N c1 r , �A23�

N−1J = JN−1 � ID, �A24�

JN−1 is the �N−1�� �N−1�-dimensional matrix of elements
equal to 1 in the particle label space of the first N−1 par-
ticles,

N−1I = IN−1 � ID, �A25�

and IN−1 is the �N−1�� �N−1�-dimensional unit matrix in
the particle label space of the first N−1 particles,

c1 = 1c � ID, �A26�

where 1c is the �N−1�-dimensional column vector of ele-
ments equal to 1 in the particle label space of the first N−1
particles so that

c1
T

N−1r = �
k=1

N−1

rk. �A27�

Using the result

�
−�

�

dnb exp�− bTAb − 2BTb� =
�n/2

�det A
exp�BTA−1B�

�A28�

in Eq. �A19�, with the identification n=D�N−1� and b=r, we
obtain

M�r� = S�D� rD−1 exp�−
��t + �N − 1��int�

N
r2�

�
�D�N−1�/2

�det A
exp�BTA−1B� . �A29�

Thus we need to evaluate det A and A−1. First A−1. One has
that �U � V�−1=U−1 � V−1. Thus writing

U = �IN−1 + !JN−1, �A30�

where �=�int and != ��t−�int� /N, and using the closed al-
gebra,

JN−1 JN−1 = �N − 1� JN−1,

JN−1 IN−1 = IN−1 JN−1 = JN−1,

IN−1 IN−1 = IN−1, �A31�

we obtain
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U−1 = ��IN−1 + !JN−1�−1 =
1

�
�IN−1 −

!

� + �N − 1�!
JN−1� .

�A32�

So with V=ID, one finds that

A−1 =
1

�int
�IN−1 −

��t − �int�
�N − 1��t + �int

JN−1� � ID. �A33�

To evaluate det A we note that

det�U � V� = �det U�dV�det V�dU, �A34�

where dU and dV are the dimensionalities of matrices U and
V, respectively. The determinant of ID is simple enough and
equals unity. For det U of Eq. �A30�, we show that

det U = det��IN−1 + !JN−1� = ��N−2��� + �N − 1�!� .

�A35�

Proof: We have

det��IN−1 + !JN−1� = �E� , �A36�

where E is the diagonal matrix of eigenvalues of V and �E�
is the norm of E, the product of its eigenvalues. Now since
JN−1=1c1c

T, xN−1= 1
�N−1

1c is seen to be a normalized eigenvec-
tor of U satisfying

UxN−1 = EN−1 xN−1, �A37�

where

EN−1 = � + �N − 1�! . �A38�

The remaining N−2 eigenvectors, x j ∀ 1� j�N−2, are or-
thogonal to xN−1 so JN−1x j =0 ∀ 1� j�N−2, from which it
follows that

Ux j = Ejx j , �A39�

where

Ej = �, ∀ 1 � j � N − 2. �A40�

Putting it all together we arrive at Eq. �A35� �QED�.
Using Eq. �A35� in Eq. �A34� we arrive at

det A = �D�N−2� �� + �N − 1�!�D, �A41�

=
�int

D�N−2�

ND ��N − 1��t + �int�D. �A42�

As for exp�BTA−1B�, Eqs. �A23� and �A33�, along with

1c
T IN−1 1c = �N − 1� , �A43�

1c
T JN−1 1c = �N − 1�2, �A44�

give us

exp�BTA−1B� = exp� �N − 1���t − �int�2

�N − 1��t + �int
r2� . �A45�

Thus from Eqs. �A29�, �A41�, and �A45� we obtain

M�r� = S�D�rD−1 �D�N−1�/2 ND/2

��int
D�N−2���N − 1��t + �int�D

exp�− �effr
2� ,

�A46�

where

�eff =
N�t�int

��int + �N − 1��t�
. �A47�

Finally using Eqs. �A20�, �A46�, and �A47� in Eq. �A12� we
obtain

N�r� =
2N��eff�t�D/2

��D

2
� rD−1 exp�− �eff �t r2� , �A48�

where

�eff =
N�int

�int + �N − 1��t
=

1

2r̄�
2 . �A49�

Note that

�
0

�

N�r�dr = N . �A50�

3. Dimensional expansion of the number density

a. Dimensional scaling

To obtain the dimensional expansion of the density profile
of Eq. �A48�, we first need to regularize the large-dimension
limit by dimensionally scaling the parameters and variables.
As in Ref. �21�, we define dimensionally scaled frequency �̄t
and the dimensionally scaled oscillator-scaled radial variable
r̄,

�̄t = D3�t, �A51�

r̄ = ��̄t
r

D2 =��t

D
r , �A52�

from which we derive

��eff �t�D/2rD−1dr = ��eff D�D/2r̄D−1dr̄ . �A53�

Thus the number density in dimensionally scaled coordinates
is

N�r̄� =
2N��eff D�D/2

��D

2
� r̄D−1 exp�− �eff Dr̄2� , �A54�

where

�
0

�

N�r̄�dr̄ = N . �A55�

Equation �A54� implies �as does Eq. �A48�� that up to a
scaling, the density profiles for harmonically interacting par-
ticles in a harmonic-confining potential follow a universal
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curve for any N or interparticle interaction strength in oscil-
lator units �p��p /�t, where

� = �1 + N�p
2 and �eff =

N�

N + � − 1
. �A56�

This is simply seen by scaling the dimensionally scaled ra-
dius r̄

r̄eff = ��eff r̄ �A57�

and scaling the wave function by the multiplier 1 /��eff from
the change of variables

dr̄ =
1

��eff

dr̄eff, �A58�

which gives the equation for the universal curve of the den-
sity profile as

N�r̄eff� =
2NDD/2

��D

2
� r̄eff

D−1 exp�− Dr̄eff
2 � , �A59�

where

�
0

�

N�r̄eff� dr̄eff = N . �A60�

As D→�, the number density of Eq. �A54� becomes
more and more strongly peaked at �r̄eff�� determined from

� dN�r̄eff�

dr̄eff
�

D→�

= 0, �A61�

and thus the peak of the number density occurs precisely at
the large-D radius parameter,

�r̄eff�� =
1
�2

. �A62�

b. Series expansion

As in Ref. �21�, we introduce the dimensionally scaled
displacement coordinate

r̄eff = �reff�� + 	1/2 r̄eff� =
1

D1/2 �r̄eff� + D1/2 �r̄eff���

�A63�

so that

dr̄eff =
1

D1/2 dr̄eff� . �A64�

Thus

N�r̄eff� � =
2N

��D

2
� �r̄eff� + D1/2 �r̄eff���D−1

�exp�− �r̄eff� + D1/2 �r̄eff���2� , �A65�

where

�
−�D�r̄eff��

�

N�r̄eff� � dr̄eff� = N . �A66�

To derive the dimensional expansion of Eq. �A65�, let us
first consider expanding �r̄eff� +D1/2�r̄eff���D−1. We derive

�r̄eff� + D1/2�r̄eff���D−1

= �D

2
��D−1�/2�1 + 	1/2� r̄eff�3

3�r̄eff��
3 −

r̄eff�

�r̄eff��
� + O�	�	

� exp�D1/2r̄eff�

�r̄eff��
�exp�− r̄eff�2� . �A67�

Likewise we also have

exp− �r̄eff� + D1/2 �r̄eff���2�

= exp�−
D

2
�exp�− D1/2 r̄eff�

�r̄eff��
�exp�− r̄eff�2� .

�A68�

Equations �A62�, �A67�, and �A68�, along with

� 1

��D

2
� =

2�D−2�/4 exp�D

4
�

�4�D�D−1�/4
+ O�	� , �A69�

give us the result we are after, namely,

N�r̄eff� � = N�1 + 	1/2�2�2r̄eff�3

3
− r̄eff� � + O�	�	� 2

�
�1/2

�exp�− 2r̄eff�2� , �A70�

where through order 	1/2 the normalization condition

�
−�

�

N�r̄eff� �dr̄eff� = N . �A71�

is still satisfied.
As we noted after Eq. �A55�, the density profile for har-

monically interacting particles in a harmonic-confining po-
tential follows a universal curve for any N or interparticle
interaction strength �p=�p /�t. Although the density profile
has this property, the same cannot be said for the wave func-
tion for N harmonically interacting particles in a harmonic-
confining potential. For example, many terms in the wave
function through first order in 	1/2 �see Eqs. �24�–�26� in Ref.
�25�� are zero for the free trap ��p=0→�=1→�eff=1, r̄�
=1 /�2, and ��=0�. Thus there is no simple scaling between
the wave function for noninteracting particles in a harmonic-
confining potential and the wave function for harmonically
interacting particles in a harmonic-confining potential.
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