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A simple construction is presented which allows computing the transition amplitude of a quantum circuit to
be encoded as computing the permanent of a matrix which is of size proportional to the number of quantum
gates in the circuit. This opens up some interesting classical Monte Carlo algorithms for approximating

quantum circuits.
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In a recent article [1] Loebl and Moffatt gave a method
for expressing the computation of the Jones polynomial of a
braid in terms of a matrix permanent. Although computing
permanents is believed difficult (#P complete in the lan-
guage of complexity theory), there exist probabilistic algo-
rithms [2] which sample the permanent. This suggests some
interesting new classical algorithms for estimating the output
amplitudes of quantum circuits because evaluating the Jones
polynomial at certain roots of unity is bounded-error quan-
tum polynomial (BQP) complete [3]. The route to encoding a
quantum circuit as the Jones polynomial of a knot, and then
as a matrix permanent, is somewhat complicated—the pur-
pose of this Brief Report is to present a simpler construction.

We restrict to quantum circuits built from Toffoli and
Hadamard gates, which are universal [4,11]. We rely heavily
on the construction of Dawson et al. [5]. There it is shown
how the transition amplitude for such a quantum circuit is
equivalent to counting the number of solutions of a GF(2)
(i.e., XOR-AND) polynomial over some binary valued vari-
ables. More precisely, the results of [5] imply the following:
given a quantum circuit U and input and output computa-
tional basis states |in),|out) the amplitude (out|U|in) can be
expressed as the difference in the number of solutions to a
GF(2) polynomial over (roughly) as many Boolean variables
as there are Hadamard gates in the circuit. It is perhaps easi-
est to explain the construction using an example such as in
Fig. 1. The a;,b;,... are Boolean variables, which we imag-
ine traveling along the qubit lines. Every time the qubit goes
through a Hadamard gate we create a new such variable, and
whenever a variable z; travels through the target of a Toffoli
gate we replace it by z; ® x;y;, where x;,y; are the variables at
the control lines of the Toffoli gate as indicated.

Having labeled the circuit with these variables, we then
create the function f(x) by taking the sum (mod 2) of the
product of every pair of variables on either side of a Had-
amard gate. For the example of Fig. 1 we obtain

f(x) =aay 2] aras D asay D b]bz D b2b3 D (b3 52 d2C4)b4
@D b4b5 ©® C1Cy @ (C2 @ bzaz)C3 @ C3Cy @ CyCs @ d1d2
® dods.

If we are interested in, for example, the amplitude
(0011|U|0000) we then fix the input and output variables of f
accordingly: in this case we would set a;=b;=c|=d|=ay
=b5=0, cs5=d3=1, and f simplifies to
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f(.x) =dayas @D b2b3 @D b3b4 S5} d2C4b4 @ CrC3 (&3] b202C3 D C3Cy
@ Cy @ dz.

What is shown in [5] is that given a function constructed
in this way, one has

o= #
= (M

(out|Ulin) =

Here #,,#, denote the number of solutions to the equations
f(x)=0 and f(x)=1, respectively, and & denotes the number
of Hadamard gates in the circuit. Note that #,+#; =2, where
v is the number of variables in the function f once the input
and output qubit values have been fixed. If there are ¢ qubits
in the circuit then v=h—gq.

There are several other points to note in terms of the
construction of f. First it will be convenient to assume that
every variable goes through at most one Toffoli gate—this
can be arranged by inserting double Hadamard (i.e., identity)
gates where necessary [12]. This should also be done at the
final outputs to the quantum circuit. Doing so ensures that
the function f has the following properties: (i) it is (mono-
tone) cubic; (ii) every variable appears in at most one cubic
clause and two quadratic clauses.

Now counting solutions to a general GF(2) polynomial is
a #P-complete problem [6]. That is, it has the same complex-
ity as computing the permanent of a matrix—the prototypical
#P problem—as was famously proven by Valiant in 1979
[7]. So we know that in principle we can map between these
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FIG. 1. (Color online) Mapping from a standard Toffoli-
Hadamard circuit to counting solutions of a GF(2) polynomial.
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FIG. 2. The permanent of the matrix
a b c
M=|0 d e

g 0 f
is the sum of the weighted cycle covers of the associated graph.

problems and find some matrices M, and M; such that
per(M,)=#, and per(M,)=#,, and then

_ per(M,) — per(M )

(out|Ulin) =
U] B

However, the actual mapping between these problems is not
particularly simple or economical. In addition Valiant’s con-
struction of the matrix to count solutions of a satisfiability
problem is also not particularly economical.

The purpose of this Brief Report is to present a very
simple, direct, and economical construction relating quantum
computing to evaluating a matrix permanent, which is also
considerably more efficient than following the preceding
route. Moreover, instead of expressing the solution to the
problem as the difference in two matrix permanents, we will
construct a single matrix or graph G such that

(out|Ulin) = pe\%hG) ) (2)

The route to finding G uses some of the same tricks as in
Valiant’s proof. As this Brief Report is intended to also be
accessible for physicists possibly unfamiliar with Valiant’s
result, we will try and make the presentation as self-
contained as possible.

Any nXn matrix can be considered the weighted adja-
cency matrix for a weighted graph on n vertices, where the
weight on the edge between vertices i and j is simply the
(i,j)th element of the matrix. The permanent of a matrix,
formally defined by

Per(M) = 2 ]._[Mi,w(i)’

mes, i

with S, as the symmetric group on n symbols, is then graphi-
cally equivalent to the sum total of the weighted cycle covers
of the graph: a cycle in a graph is a closed path; a cycle cover
is a set of cycles for which each vertex belongs to one and
only one cycle. The weight of a cycle cover is the product of
the weights on the edges involved in that particular cycle
cover—so the permanent is the sum of all such weights. An
example is provided in Fig. 2. A brief summary of how the
permanent arises in some physical considerations can be
found in [8]; from the perspective of this Brief Report the
close connections between evaluating permanents and cer-
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FIG. 3. (Color online) A big-picture view of the construction.
The external edges form loops through the graph gadgets, and each
such cycle is associated with one particular Boolean variable x;. If
the cycle is traversed in a particular cycle cover then that corre-
sponds to setting that particular variable to 0. Conversely, if the
particular cycle is not traversed then this corresponds to the associ-
ated variable having a value of 1. The graph gadgets have two or
three vertices connecting to external edges according to whether
they are gadgets for a quadratic or cubic clause. This graph would
correspond to the polynomial x;x,x3® xx5® XyXs5x6 D X5X6 D XpXy
@ XeX7 @ X3X7.

tain statistical mechanical models suggest there should be
connections between this work and that of [9].

Let us first give an overall view of the construction. We
will be constructing a graph in such a way that the presence/
absence of one particular cycle in any given cycle cover
corresponds to whether a particular Boolean variable x; as-
sociated with this cycle is 0 or 1. We will use the convention
that if the particular cycle is present in the cycle cover then
this matches the variable assignment x;=0; if it is not then
x;=1. Not all cycles within the graph will correspond to vari-
able assignments—the ones which do we term external
cycles. In the figures the “external edges” which can make
up such cycles will be thicker and colored in blue (to aid the
eye only—there is no mathematical difference between these
edges and other edges in the graph). The overall graph will
consist of some “graph gadgets” (small subgraphs) con-
nected by external edges. An example is given in Fig. 3.
Each of the gadgets corresponds to a clause—in the figure
we show only the vertices of the gadget which connect to
external edges. The blue external edges form loops around
two or three of the graph gadgets according to whether the
variable appears in two or three clauses, and obviously they
loop through a clause gadget with their corresponding part-
ners of that clause looping through the other vertices of the
gadget.

Now as we compute the sum of the weighted cycle covers
of the graph (i.e., the permanent of the associated matrix)
each cycle cover in the sum corresponds to a particular as-
signment of values to the Boolean variables—i.e., it will
have a particular set of external cycles traversed setting those
variables to a value 0. The graph gadgets will be designed so
that if none of the external edges connected to that gadget are
traversed—corresponding to all of the variables in that
clause being equal to 1—then the weight which that gadget
contributes to the particular cycle cover is —1. In all other
cases the weight contributed by that gadget will be +1. Re-

054302-2



BRIEF REPORTS

(a)
@1@.31

(b)
SNAG

B2

(c)
QV v | Yo7 [ L7
A;;W 2 A de

FIG. 4. (Color online) (a) The inner workings of the quadratic
clause graph gadget. The weight on any edge is 1 unless otherwise
indicated. (b) The inner workings of the cubic clause gadget. The
weights 3; need only satisfy 3;3,8;=-2, which can be achieved by
setting B;=-2, B,=pB;3=1 if a graph with integer weights is de-
sired. (c) The various ways in which the gadgets can be involved in
a cycle cover with external edges. These are the cases when some of
the associated Boolean variables in the clause are equal to 0 and, as
can be seen, these cases all contribute a weight of +1 to the cycle
cover. When no external edges are incident on the gadget the weight
it contributes must be —1 as discussed in the text.

call that the weight of any given cycle cover is the product of
the weights over all cycles in the cover. So for a fixed cycle
cover (corresponding to a fixed assignment to the Boolean
variables) the total weight will be +1 or —1 according to
whether an even or an odd number of clauses are satisfied by
that particular assignment. Assuming without loss of gener-
ality an even number of clauses in total, this in turn means
that the weight of the particular cycle cover is +1 if f(x)=0
and -1 if f(x)=1. As we sum over all weighted cycle covers
we automatically are calculating the difference in the number
of solutions of f(x)=0 to f(x)=1, which is precisely what we
need by Eq. (1).

The inner workings of graph gadgets which act in the
desired manner are shown in Fig. 4. If in some cycle cover
no external edges are incident on the gadget then its contri-
bution will be —1, which can be readily verified by comput-
ing the permanents of their adjacency matrices:

0 -11 1 B 0
-1 0 1 and 0o 1 B
I 1 1 B 0 1

If one, two, or three external edges are incident on the gad-
gets then the contribution to the cycle cover has weight +1;
this is depicted in Fig. 4(c).

There is one potential problem which has not been ad-
dressed. What is to stop a particular cycle cover involving
only part of an external cycle corresponding to some given
variable. Why, for example, do we not get screwed up by
cycle covers which, say, enter at one vertex of the graph
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FIG. 5. (Color online) (a) The sort of cycle covers we need to
avoid: cycles which only partially traverse an external cycle, as
such setting the associated variable to 0 in one clause and 1 in
another. (b) The inner workings of the quadratic clause gadget
which ensure that any external edge must exit by the same vertex it
entered. The two depicted contributions to the cycle cover have
opposite signs and cause the necessary cancellation.

gadget but leave at a different one? A figurative picture of
such an undesirable type of cycle is given in Fig. 5(a).

The possibility of such problematic cycles is ruled out by
the internal workings of the quadratic clause graph gadget.
This is shown in Fig. 5(b). Any cycle cover which enters the
gadget along one external edge and tries to leave out via the
external edge on the other side of the gadget has two possible
paths for doing so. These paths pick up opposite signs, and
so when summed over contribute O to the total. The process
is somewhat reminiscent of Mach-Zender interferometry.
Note that we did not need to design the cubic graph gadget to
have the same property. This is because in the formulation
we have chosen any variable appears in only one cubic
clause, and it must then also appear in two quadratic clauses.
The quadratic clause gadgets suffice to “force” an external
edge which is incident into the cubic clause gadget to leave
via the same vertex it entered.

In terms of the basic construction the final thing to men-
tion is that it is simple to force the values at the boundaries
(the input or output to the circuit) to be 1 or 0. This is done
either by simply not connecting any external edges into the
associated gadget (setting the variable to 1) or by forcing an
external edge through the gadget by having that edge also
loop through a vertex which has no “self-loop” (setting the

FIG. 6. (Color online) Putting everything together—how to
draw the final graph G over the top of the associated circuit. Note it
is the variable on the target line of a Toffoli gate which is created by
the Hadamard that acts after the Toffoli that is involved in the
associated cubic clause. This graph would be computing the transi-
tion amplitude with |in)=[1111) and |out)=|1100).
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variable to 0). An example of this can be seen in Fig. 6 where
the input qubits are all fixed to have value 1, and the top two
qubits have value 1 at the output while the bottom two qubits
are set to the value of 0 at the output [13].

The overall construction can be naturally laid out by
drawing the graph directly on top of the circuit diagram. This
is illustrated in Fig. 6 for the same circuit of Fig. 1.

Note that the number of vertices in the graph G we asso-
ciate to a given circuit is basically three times the number of
gates in the circuit. Let us denote this number of vertices as
m. We have that
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L per(G) B G
(out|Ulin) = o —per< T )’

If it were the case that ||G/2""||< 1 then the results of [10]
imply there would exist an efficient classical algorithm to
simulate this quantum circuit.
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