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We describe the efficient implementation of an explicit method to solve systems of stiff differential equations
either on a grid or within a spectral approach. This method is based on an ansatz that approximates the solution.
This ansatz depends on stiffness parameters that are shown to be related to the eigenfrequencies of the system.
The accuracy and the performance of the method are tested in three different cases. First, we treat a highly stiff
single differential equation, where explicit schemes converge rather slowly. Then, we solve the stationary
Schrödinger equation associated to the quantum reflection of an ultracold atom by a surface. Finally, we
consider the interaction of atomic hydrogen with a strong low-frequency laser pulse whose duration is of the
order of 25 fs. We focus on the calculation of the above-threshold ionization electron spectrum, a problem
which, under such realistic physical conditions, is computationally very demanding.
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I. INTRODUCTION

The study of the quantum dynamics of driven complex
atomic systems is a fundamental problem in atomic physics
and a challenge for both experiments and theory. One illus-
trative example among others of such a challenge is the two-
photon double ionization of He �1–9�. The nonlinearity of
this process poses tremendous experimental difficulties that
so far prevent the measurement of accurate total and differ-
ential cross sections �6,7�. From the theoretical point of view,
the full asymptotic behavior of the wave function describing
two ejected electrons escaping in the field of the nucleus is
not known. It is therefore not surprising that the most elabo-
rate calculations lead to total cross sections that differ by at
least one order of magnitude.

One way of studying the dynamics of complex systems is
to solve the time-dependent Schrödinger equation �TDSE�.
Due to the infinite range of the Coulombic interactions, this
requires either very large grids or big bases. In both cases,
one has to solve large systems of coupled first-order differ-
ential equations that are well known to be stiff �10�. By this,
it is meant that the time step decreases rapidly with the in-
creasing size of the system. The origin of the stiffness is
clear: by increasing the size of the grid or the basis, the
diagonalization of the atomic Hamiltonian generates large
positive-energy eigenvalues. It is precisely the highest eigen-
value that controls the time step while leading to highly os-
cillating solutions. In order to overcome this problem, one
can use implicit time-propagation methods. This requires to
solve very large systems of algebraic equations at each time
step. A typical example of such an implicit scheme is the
Crank-Nicholson algorithm, which is used in grid methods
based on finite differences �11�. This propagation method is
tractable when the system is banded but as soon as the com-
plexity of the atomic system increases, the bandwidth of the
system increases rapidly together with the computation time.

An alternative way of overcoming the stiffness of the prob-
lem is to propagate in the atomic basis, where the atomic
Hamiltonian is diagonal. Time propagating in the atomic ba-
sis has three advantages: first, it is possible to eliminate from
the propagation, very high-energy eigenstates that play a mi-
nor role in the dynamics. Second, it allows one to work in
the interaction picture, where the free evolution of the atomic
system is somehow subtracted, and, finally, explicit methods
which involve only matrix-vector products are numerically
stable in this case. However, this method requires the diago-
nalization of large matrices, which is a computationally very
demanding problem.

In this contribution, we present an alternative explicit
method of fourth order for the stiff TDSE. In this method
that takes into account the intrinsic frequencies of the sys-
tem, the solution is expressed in terms of oscillating func-
tions. This leads to a simple recursive formula for the time
propagation with a controlled error. At each integration step,
only matrix-vector products are therefore needed. In addi-
tion, since the method includes the natural oscillations of the
system, the time step is typically large. This approach has
been introduced by Fatunla about 30 years ago �12,13� but
has never been implemented, to the best of our knowledge,
in atomic physics. Here, we show that with some modifica-
tion, this explicit method can be successfully used to solve
the TDSE.

The contribution is organized as follows. The description
of the algorithm for the solution of stiff differential equations
is presented in Sec. II. Two rather simple applications of this
method are shown in Sec. III. The first of these is a pure
mathematical illustration of a stiff differential equation,
where the conventional explicit algorithms converge much
more slowly than Fatunla’s algorithm. Through the second
one, we highlight the physical interpretation of the stiffness
parameters of the method in the context of the quantum re-
flection of an ultracold atom with a surface �14,15�. In Sec.
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IV, we consider the interaction of atomic hydrogen with a
strong low-frequency laser pulse whose duration is of the
order of 25 fs. We focus our attention on the calculation of
the above-threshold ionization �ATI� electron spectrum. Al-
though, under the present physical conditions, the ionization
process is dominated by tunneling, the ATI spectrum exhibits
some features of a resonant behavior. Section V concludes
this paper.

II. METHOD

In this section, a brief review of the method proposed in
�12,13� is given. Let us start with the m-dimensional stiff
first-order differential equation,

y� = f�x,y�, y = �y1,y2, . . . ,ym� , �1�

where f�x ,y� is in general a complex m-dimensional func-
tion.

The stiffness of the equation leads to a solution y�x�,
which is an oscillating function. In a given interval
�xn ,xn+1� , xn+1=xn+h, with h a small number, y�x� is ap-
proximated by the function

F�x� = �I − e�1x�a − �I − e−�2x�b + c , �2�

where I is the identity matrix, �i=diag��1
�i� , . . . ,�m

�i��, i
=1,2, and a ,b ,c are constant vectors. The complex numbers
�1

�i� , . . . ,�m
�i�, i=1,2 are called stiffness parameters. Assum-

ing that F�x� coincides with y�x� at xn and xn+1, that F��x�
coincides with f�x ,y� at xn and that F��x� coincides with
f��x ,y� at xn, the solution yn+1=y�xn+1� at xn+1 can be ex-
pressed recursively in terms of yn=y�xn�, fn= f�xn ,yn�, and
fn

�1�=df /dx �x=xn
according to

yn+1 = yn + Rfn + Sfn
�1�. �3�

R and S are diagonal matrices, which can be written in terms
of the stiffness parameters,

R = �2� − �1�, S = � + � , �4�

where � and � are diagonal matrices, whose nonzero entries
are

�i =
e�i

�1�h − 1

�i
�1���i

�1� + �i
�2��

, �5�

and

�i =
e−�i

�2�h − 1

�i
�2���i

�1� + �i
�2��

. �6�

Notice that if a stiffness parameter �i
�1� ��i

�2�� vanishes the
associated matrix element reads as

�i =
h

�i
�2� ��i = −

h

�i
�1�� . �7�

The recursive relation �3� depends on the so far unknown
stiffness matrices �1 and �2. However, these matrices can
be written in terms of the function f�xn ,yn� and its derivatives
up to third order at xn. In order to see this, the Taylor expan-

sion of yn+1=y�xn+h�, and the Maclaurin series of exp��1h�
and exp�−�2h�,

yn+1 = �
j=0

�
hj

j!
y�j��xn� ,

e�1h = �
j=0

�
hj

j!
�1

j ,

e−�2h = �
j=0

�
hj

j!
�− 1� j�2

j , �8�

are substituted in the recursion relation �3�. The coefficients
of h0, h1, and h2 vanish identically. Equating the coefficients
of h3 and h4 on both sides of Eq. �3� leads to a simple system
of algebraic equations for �1 and �2. The components of the
stiffness matrices obtained after solving these equations read
as �13�

�i
�1� =

1

2
�− Di + 	Di

2 + 4Ei� ,

�i
�2� = �i

�1� + Di, �9�

where Di and Ei, i=1, . . . ,m are given in terms of the respec-
tive components f in

�k� of the derivatives fn
�k�, k=0,1 ,2 ,3, of

f�x ,y� at x=xn by

Di =
f in

�0�f in
�3� − f in

�1�f in
�2�

f in
�1�f in

�1� − f in
�0�f in

�2� , i = 1, . . . ,m , �10�

Ei =
f in

�1�f in
�3� − f in

�2�f in
�2�

f in
�1�f in

�1� − f in
�0�f in

�2� , i = 1, . . . ,m , �11�

provided that the denominator of the previous expressions is
nonzero.

The local truncation error at x=xn+1 is the difference be-
tween the exact solution at xn+1 and the numerical solution
obtained with the help of Eq. �3�. With the assumption that
there is no previous error �i.e., y�xn�=yn�, the local truncation
error at xn+1 can be written as

Tn+1 = y�xn + h� − y�xn� − Rf�xn,yn� − Sf�1��xn,yn� . �12�

By substituting the Taylor expansions of the h-dependent
functions involved in the previous equation, it gives �13�

Tn+1 =
h5

5!

1

�1 + �2
���1 + �2�fn

�4� + ��2
4 − �1

4�fn
�1�

− ��1
4�2 + �1�2

4�fn
�0�� + O�h6�

=
h5

5!
�fn

�4� + ��2
3 − �2

2�1 + �2�1
2 − �1

3�fn
�1�

− �1�2��1
2 − �1�2 + �2

2�fn
�0�� + O�h6� . �13�

The implementation of the recursion �3� is now rather
simple. It requires the calculation of the function fn and its
derivative fn

�1� at each value of xn. For the stiffness matrices
�1 and �2, and thus also for the matrices R and S, the de-
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rivatives fn
�2� and fn

�3� are also needed. �1 and �2 have to be
calculated in principle at each integration step since they
characterize the local frequencies of the solution y�x�. How-
ever, in all the examples treated in the original papers of
Fatunla �12,13�, the stiffness matrices were calculated only
once at the beginning of the propagation. We found that this
procedure is only accurate for functions that exhibit regular
oscillations on some range of x �see Sec. III�. In addition, the
truncation error �13� can be used to control the size of the
integration step, e.g., by imposing a boundary criterion for
�Tn�. For this also, the derivative fn

�4� must be provided.
A special situation occurs when the ith components of y

and of the derivatives fn
�k�, k=0,1 ,2 ,3 for a given i are small

�comparable with the machine precision�. In this case, the
denominator in Eqs. �10� and �11� are also small. However,
the solution y�x� of Eq. �1� is well behaved and one can
expect that the stiffness parameters and, therefore, the matri-
ces R and S have finite moderated values. In this case, the
recursion �3� takes the form

yn+1 = yn. �14�

III. SIMPLE ILLUSTRATIONS

A. Nearly periodic initial value problem

The power of the method can be illustrated in the rather
simple case of the differential equation,

y� + y = �eix, y�0� = 1, y��0� = �1 −
�

2
�i , �15�

which admits the following analytical solution:

y1�x� = u�x� + iv�x�, with

u�x� = cos x +
�

2
x sin x ,

v�x� = sin x −
�

2
x cos x . �16�

This equation is also considered in �13� and solved numeri-
cally by means of the method described in Sec. II. However,
Eq. �15� is there transformed in a set of four real coupled
differential equations. In order to test the method for a set of
complex differential equations, we transform the original one
into the set of complex coupled equations

y1� = y2 y1�0� = 1,

y2� = − y1 + �eix y2�0� = �1 −
�

2
�i . �17�

For small values of �, Eq. �16� represents the perturbed mo-
tion on a circular orbit in the complex plane, of the point
y�x�=y1�x�, which spirals slowly outward such that its dis-
tance from the origin at any value of x is given as

��x� = �y1�x�� =	1 +
1

4
�2x2. �18�

Equation �17� is solved numerically for �=0.001 in the in-
terval 0	x	40
 by using the method described in Sec. II
and an explicit fourth-order Runge-Kutta �RK� method. In
any case, the step size h was kept constant along the integra-
tion. For the calculations performed with the recursion �3�,
the stiffness parameters were calculated either once at the
beginning of the integration or successively at each recursion
step. Figure 1 shows the absolute error �= ��exact−�num� of
the value of ��x� obtained at the end of the numerical inte-
gration at x=40
 with respect to the exact value given by
Eq. �18�. The step size h goes down up to 10−5 for the results
obtained with RK method �circles�. In this case, the accuracy
of the calculations scales as h4. The maximum accuracy is
obtained for single precision calculations �filled circles� for a
step size around h=0.001. The method described in the pre-
vious section converges extraordinarily faster: with the help
of the recursion �3� with only one calculation of the stiffness
matrices and single precision �filled triangles�, the accuracy
of the results is almost constant for h�0.4. It oscillates
around �=510−11 and reaches a value of �=310−10 for
h
0.45. For quadruple precision �open triangles�, the situa-
tion is similar with the difference that � oscillates around
10−18. This reflects the fact that the local frequencies of the
solutions y1�x� and y2�x� are, in good approximation, con-
stant along the whole real axis, which is a clear consequence
of the perturbative character mentioned above for the chosen
small value of �. Calculation of the stiffness parameters at
each integration step improves significantly the accuracy of
the numerical value �num �squares�. Already for a step size of
the order of 1, the obtained precision is of the order of 10−10

in single precision �filled squares� and of the order of 10−18

in quadruple precision �open squares�, i.e., the same accuracy
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FIG. 1. �Color online� Absolute error �= ��exact−�num� at the end
of the integration at xfinal=40
 as function of the fixed step size h of
the integrator. Open �filled� symbols are used for calculations using
quadruple �single� precision. Results obtained with the help of the
recursion formula �3� with the calculation of the stiffness param-
eters at each integration step are denoted by squares ��,��; abso-
lute error obtained with only one calculation of them at the begin-
ning of the integration is shown by triangles ��,��; error of fourth-
order RK method is depicted by circles ��, ��.
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obtained by the RK integrator with a step size, which is three
�four� orders of magnitude smaller in single �quadruple� pre-
cision.

B. Quantum reflection and the physical interpretation
of the stiffness parameters

In this section, we consider the effect of quantum reflec-
tion �14–16�, which refers to the reflection of particles by
attractive long-range potentials in nonclassical regions of co-
ordinate space without reaching a classical turning point. The
observation of this effect has been possible due to the ad-
vances in cooling techniques during the last years that have
enable performing experiments with cold atoms interacting
with surfaces �17–21�. The solid surfaces provide a long-
range attractive potential for the atoms. For distances shorter
than the wavelength of atomic transitions, the interaction is
the van der Waals potential of the form −C3 /r3 �22�. At
larger distances, the retardation effects become important
and the potential takes the form −C4 /r4 �23�. The theoretical
description of quantum reflection is then achieved by study-
ing the reflection properties of atoms interacting with the
surface through the phenomenological potential �17,24�

V�x� = −
C4

r3�r + ��
, �19�

which reproduces the van der Waals potential at short dis-
tances and the Casimir potential at large distances. The
length parameter �=C4 /C3 characterizes the region, where
the transition between these two regimes occurs. An atom of
mass � is modeled by an incoming plane wave �at large
distance� with energy E=�2k2 /2�. Atoms that come too
close to the surface are absorbed or undergo inelastic reac-
tions, and, thus, they do not contribute to the effect of quan-
tum reflection. Absorption and inelastic processes are taken
into account by incoming WKB boundary conditions in the
semiclassical region close to the surface. The corresponding
differential equation is thus given by the stationary
Schrödinger equation

−
�2

2�

d2�

dr2 + V�r�� =
�2k2

2�
� , �20�

with initial conditions

��r0� = �WKB
�−� �r0�, �d�

dr
�

r=r0

= �d�WKB
�−�

dr
�

r=r0

, �21�

where r0 is a small distance to the singularity and �WKB
�−� �r� is

the incoming WKB function

�WKB
�−� �r� =

T
	p

exp�−
i

�
� pdr� , �22�

with transmission coefficient T and momentum p
=	2��E+V�r��.

At large distances rf, the wave function behaves as a su-
perposition of plane waves,

��r�  e−ikrf + Reikrf , �23�

and the reflection coefficient R can be expressed in terms of
the logarithmic derivative z=���rf� /��rf� as

R =
ik + z

ik − z
e−2ikrf . �24�

The reflection amplitude R is obtained after solving numeri-
cally the Schrödinger equation �20�. For this purpose, Eq.
�20� is expressed as a two-dimensional system of differential
equations

y1��x� = − �p̃�x��2y2�x�, y2��x� = y1�x� , �25�

where x=r /�4 is a dimensionless variable given in
terms of the characteristic length of the Casimir potential
�4=	2�C4 /�2, p̃�x�=	�k�4�2−1 / �x3�x+� /�4�� is the scaled
classical momentum, and y2�x�=��x�4�.

By choosing a suitable value of T in Eq. �22�, the initial
conditions can be written as

y2�x0� = 1,

y1�x0� = − �ip̃�x0� +
p̃��x0�
2p̃�x0�� . �26�

The initial value problem defined by Eqs. �25� and �26� is
then solved with the help of the method described in Sec. II.
Figure 2 shows the absolute value of the reflection amplitude
as function of the dimensionless wave number k�4 for Ne
atoms scattering from a silicon surface as in the experi-
ment by Shimizu �17�. In this case, the parameters of
the interaction potential �19� are C4=6.810−56 Jm4 and
�=63.66 nm �C3=C4 /�=1.06810−48 Jm3�. The near-
threshold behavior of the reflection amplitude �R� for a par-
ticle approaching a long-range attractive potential up to and
including linear terms in the asymptotic wave number k is

given by �R� 
k→0

1−2bk+O�k2� �14,15,25�. It is characterized
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kβ4
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FIG. 2. �Color online� Reflection amplitude �R� for Ne atoms on
silicon surfaces as function of the scaled wave number k�4 �solid
line� compared with the linear threshold behavior �R�=1−2kb
�dashed line�, with b as the threshold length for the potential �19�
given by Eq. �27�. In the inset, the reflection probability �R�2 for Ne
atoms on silicon surfaces as function of the normal incident velocity
is reproduced in perfect agreement with �17�.
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by the threshold parameter b, which depends only on the
properties of the potential tail beyond a semiclassical region
of comparatively “small” distances. For the potential �19�,
the threshold length is given by �15�

b =
�4


�

1

J1
2�2�� + Y1

2�2��
, �27�

with �=	2�C3 / ��	C4�, and J1 and Y1 are the regular and
irregular Bessel functions, respectively. The dashed line in
Fig. 2 depicts the linear behavior of �R� near the threshold
energy. In addition, the reflection probability PR= �R�2 shown
in the inset in Fig. 2 is in perfect agreement with the theo-
retical predictions and experimental observations by Shimizu
�17�.

The complexity of the system �25� is comparable with the
complexity of the example treated in Sec. III A. The results
presented in Fig. 2 show the accuracy of this approach. In
addition to this, we have also investigated the behavior of the
stiffness parameters associated to Eq. �25�. At short dis-
tances, the frequency of the wave function changes rapidly in
accordance with the depth of the potential. At large dis-
tances, as the wave function approaches its asymptotic form,
the stiffness parameters �1 and �2 tend to the natural fre-
quencies of the system, i.e., �1 ik and �2−ik, as ex-
pected from the ansatz function �2�. The difference �1
=Im��1�−k as function of the �scaled� distance r /�4 is
shown in Fig. 3 for several values of k. It vanishes at large
distances, while Re��1� approaches to zero �not shown�. A
similar behavior is exhibited by �2.

IV. RESONANCE STRUCTURES IN THE TUNNELING
REGIME OF ATI OF HYDROGEN ATOMS

In this section, we consider hydrogen atoms exposed to
intense low-frequency femtosecond laser pulses. We consider
linearly polarized light and apply the dipole approximation.
In the velocity gauge, the interaction operator reads as

V�t� = A�t� · p , �28�

where the vector potential takes the form
A�t�=A0�t�sin��t�ez, for −� /2	 t	� /2, and zero outside

this time interval. A0�t�=A0 cos2�
t /�� is the envelope con-
taining nc optical cycles, � is the pulse angular frequency,
�=2
nc /� is the pulse duration, and ez is the unit vector
along the z axis in the laboratory frame. The Hamiltonian of
the driven atom is thus

H�t� = H0 + V�t� , �29�

with

H0 =
p2

2
−

Z

r
. �30�

We use a spectral representation of the Hamiltonian in terms
of spherical harmonics and Coulomb Sturmian functions de-
fined by

Sn�
����r� =	�n − � − 1�!

2�n + ��!
�2r

�
��+1

Ln−�−1
2�+1 �2r

�
�e−r/�, �31�

where Ln
����x� are the Laguerre polynomials and � is a real

number called the dilation parameter.
Substitution of the expansion

��r,t� = �
n�

cn��t�
Sn�

����r�
r

Y�m��,�� �32�

of the wave packet ��r , t� in the TDSE leads to the following
matrix representation:

iS
dy

dt
= Ay + g�t�Vy . �33�

Here, �i� the overlap matrix S is a block tridiagonal matrix
due to the nonorthogonality of the Sturmian basis. Indeed,
the nonzero matrix elements satisfy the selection rules
��=0 and �n=0, �1.

�ii� A is the matrix representation of the unperturbed
Hamiltonian of the system. It is again a block tridiagonal
matrix with selection rules ��=0 and �n=0, �1.

�iii� g�t�=A0 cos2�
t /��sin��t� is the scalar time-
dependent part of the field interaction �28� and V is the ma-
trix representation of the dipole operator pz. The selection
rules for this matrix are ��= �1 and �=0, �1, �2.

�iv� y is the vector of the coefficients cn��t�.
In order to solve numerically the TDSE, the basis �31�

has to be truncated: nmax is the number of Sturmian func-
tions per angular configuration for each of the values of
�=0, . . . ,�max. We use the method described in Sec. II for the
propagation of the TDSE �33� starting from some initial state
represented by the vector y0. According to Eqs. �10�, �11�,
and �13�, the derivatives up to fourth order of the function
f�t ,y�=−iS−1�Ay+g�t�Vy� need to be calculated at each step
tn, where the stiffness parameters and the truncation error are
required. These derivatives satisfy the relations

iSfn
�0� = �A + g�tn�V�yn, �34�

iSfn
�1� = �A + g�tn�V�fn

�0� + g��tn�Vyn, �35�

iSfn
�2� = �A + g�tn�V�fn

�1� + 2g��tn�Vfn
�0� + g��tn�Vyn, �36�
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FIG. 3. �Color online� �1=Im��1�−k as function of the distance
r /�4 for k�4=0.01, 0.05, 0.1, and 0.5. At short distances, �1 varies
rapidly due to the presence of the singularity in the potential �19�.
Asymptotically, �1 vanishes and �1 approaches to ik.
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iSfn
�3� = �A + g�tn�V�fn

�2� + 3g��tn�Vfn
�1�

+ 3g��tn�Vfn
�0� + g�3��tn�Vyn, �37�

iSfn
�4� = �A + g�tn�V�fn

�3� + 4g��tn�Vfn
�2� + 6g��tn�Vfn

�1�

+ 4g�3��tn�Vfn
�0� + g�4��tn�Vyn. �38�

The vector on the right-hand side of Eq. �34� can be cal-
culated at the beginning of each step. Therefore, fn

�0� can be
obtained after solving the system of equations defined by Eq.
�34�, e.g., using backward substitution. With fn

�0� also the vec-
tor on the right-hand side of Eq. �35� is known and, there-
fore, after backward substitution, fn

�1� can be calculated. Simi-
lar procedure holds for fn

�2�, fn
�3�, and fn

�4�.
As a first illustration, we consider the ionization process

of the ground state of hydrogen exposed to a laser pulse with
frequency �=0.3 a.u., peak intensity I=1015 W /cm2, and
pulse duration 2 fs �83.78 a.u.�. With the choice of these
parameters, the Keldysh parameter � is 1.8. The Keldysh
parameter �26� is given by

� =	 Ip

2Up
, �39�

where Ip is the ionization potential �Ip=0.5 a.u. for atomic
hydrogen� and Up is the ponderomotive energy,

Up =
I

4�2 , �40�

with � and I as the frequency and intensity of the fields in
a.u., respectively. When ��1, the system is considered to be
in the multiphoton regime and when ��1, in the tunneling
regime. Therefore, for the parameters chosen above the pro-
cess lies in the multiphoton regime. In this case, the ionized
electron absorbs a number of additional photons from the
field while still influenced by the Coulomb potential �27�.
The energy spectrum exhibits peaks which positions are
given by

En = n� − Up − Ip. �41�

The first two peaks can be observed in the calculated energy
spectrum depicted in Fig. 4. From the numerical point of
view, this is not a demanding problem: this is a two-photon
ionization process. A diagonally implicit RK scheme �28–30�
solves rather efficiently the TDSE in this case and has been
used as a reference for comparison with our alternative
method. In Fig. 4 we compare the electron energy spectrum
as well as the population of the ground state during the in-
teraction with the pulse �inset� obtained with Fatunla propa-
gator �solid lines� and with a diagonally implicit RK method
�dashed lines�. Converged results are already obtained with a
small basis of nmax=100 and �max=10 with an optimal value
of the dilation parameter � around 2.5 �though we have gone
up to nmax=400 and �max=10�. The algorithm described in
Sec. II does not implicitly preserve the norm—as all explicit
methods, such as RK. Therefore, in addition to the size of the
basis and the stability of the results with respect to the pa-
rameter �, the accuracy of the norm can be also used as a
convergence criterion. For the case we are concerned now,

the norm at the end of the integration is 0.999 995. This can
be improved by reducing the value of the allowed truncation
error �13� ��Tn�	10−10 in our case�, which controls the step
size. The degree of stiffness of the TDSE is reflected in this
case in the fact that the stiffness parameters �9� are needed to
be calculated at each integration step �otherwise, the norm of
the wave function becomes much larger than 1�. Neverthe-
less, the computation time compared with the time needed by
the diagonally implicit RK integrator is at least ten times
smaller �e.g., for nmax=100, �max=10, and �=2.5, RK takes
more than 300 s, while our algorithm takes 20 s�.

Now we turn to the interaction of atomic hydrogen with
intense femtosecond infrared laser pulses. We consider the
ionization process from the ground state of atomic hydrogen
exposed to a laser pulse of 790 nm ��=0.057 a.u.�, which is
chosen to match the Ti:sapphire lasing frequency, and peak
intensities 41014 and 61014 W /cm2. The Keldysh pa-
rameter for this choice is �=0.533 and �=0.435, respec-
tively. We consider a pulse of nc=10 optical cycles, which
corresponds to a pulse duration of about 25 fs �1102.3 a.u.�.
The laser parameters are chosen in this way in order to match
those of Rudenko et al.’s experiment �31�.

At intensities of the order of 1014–1015 W /cm2 and in-
frared frequencies, there is no clear separation between the
regime where multiphoton processes dominate the ionization
of atoms exposed to such fields and the strong-field limit
dominated by tunnel ionization. In fact, there is a subtle in-
terplay between the two mechanisms as indicated by the fact
that the Keldysh parameter is still close to one. For instance,
Rudenko’s experiment on ionization of rare atoms in this
regime shows evidence �31� of resonance structures in the
electron ATI spectrum, which are thought to be characteristic
of the multiphoton regime. Another experiment �32� in the
same regime shows however that the ionization rate follows
adiabatically the oscillations of the field.

Understanding the interplay of such mechanisms poses a
challenge for both experiment and theory. From the theoret-
ical point of view, one of the main difficulties to deal with
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FIG. 4. �Color online� Population of the ground state of hydro-
gen after ionization by a I=1015 W /cm2 laser pulse with frequency
�=0.3 a.u. and number of cycles nc=4. Time propagation obtained
with the method described in Sec. II �solid line� and with a diago-
nally implicit scheme of a RK propagator �dashed line�. Both re-
sults coincide within three digits at the end of the pulse. The same
situation is observed for the energy spectrum displayed in the inset.
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this regime is the solution of the TDSE, which requires an
accurate treatment of the very high-order angular momentum
coupling in this regime of low frequency, rather long pulse
duration and high-field intensity. This can be seen in the
processes considered here by the number of photons required
for the ionization: 24 �31� photons at 41014 W /cm2 �at
61014 W /cm2�. Some features of the energy spectrum at
low energy can be already seen by coupling at least 40 an-
gular momenta with nmax=400. Figure 5 shows the energy
spectra at 41014 W /cm2 �top� and at 61014 W /cm2

�bottom� obtained with nmax=400 and �max=50. The results
obtained with our approach are compared with those ob-
tained with a diagonally implicit RK method. The accuracy
of both approaches is evident, however, the main difference
is the efficiency: while our approach needs around 12 h for a
single run, under the same conditions the diagonally implicit
RK algorithm requires ten times longer. These results are
stable against small variation of � and the norm at the end of
the integration using Fatunla integrator is 1.0001�0.0002 in
this case. Figure 6 displays the energy spectrum for the same
intensities as above obtained with 800 Sturmian functions
for each angular momentum �=0, . . . ,70 �a single run re-
quires more than one week; a factor of 10 is expected for
RK�. These yields are compared with the yields obtained
with nmax=400. The low-energy part of the spectrum is

reproduced by the small basis. It consists of peaks which
are rather irregularly distributed, specially in the case of
I=61014 W /cm2. A region for higher energies can be only
resolved with the larger basis. The dotted vertical lines in
Fig. 6 indicate the positions of the peaks as expected from
Eq. �41�. For I=41014 W /cm2, only some peaks in the
high-energy regime of the spectrum coincide with the expec-
tations from the multiphoton regime. The low-energy spec-
trum, by contrast, is dominated by peaks irregularly distrib-
uted. This irregular behavior of the peaks is highlighted in
the ATI spectrum at I=61014 W /cm2.

Understanding the origin of these structures is not the
purpose of the present contribution. It requires further inves-
tigation and will be presented elsewhere.

V. CONCLUSIONS

We presented an efficient implementation of an explicit
algorithm for the solution of stiff differential equations. It is
therefore suitable for the propagation of the TDSE in a spec-
tral or grid representation. The algorithm is based on the
ansatz �2�, which approximates the solution of the differen-
tial equation in terms of oscillating functions. Appropriate
matching conditions at each integration step leads to a simple
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FIG. 5. �Color online� Energy spectrum for hydrogen driven by
a field with frequency �=0.057 a.u. and intensities I=4
1014 W /cm2 �top� and I=61014 W /cm2 �bottom�. Results ob-
tained for several nsup=400, �max=50, and �=2.5 ��=1 /�=0.4.
The dashed curve was obtained using a diagonally implicit RK
propagator. The solid curve was obtained using Fatunla’s method.
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FIG. 6. �Color online� Electron energy distributions for single
ionization of hydrogen by 25 fs pulses at I=41014 W /cm2 �top�
and I=61014 W /cm2 �bottom�. Convergence of the results as a
function of the basis size: nmax=800 and �max=70 �solid line�;
nmax=400 and �max=50 �dashed line�. The dotted vertical lines de-
note the expected position of the peaks according to Eq. �41�.
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recursive formula, which implementation requires only
matrix-vector products.

The accuracy and performance of this method were tested
in several cases. A simple mathematical stiff differential
equation, where other explicit methods converge slowly
compared with Fatunla’s algorithm; in the process of reflec-
tion of ultracold atoms by surfaces, which allowed us to
highlight the intrinsic nature of the stiffness parameters and,
finally, in the ionization process of hydrogen atoms by in-
tense fields. Special attention was given to the case of fem-
tosecond infrared intense laser pulses. In this regime, where
the Keldysh parameter is close to 1, some structures in the
ATI energy spectrum were found, which can be only partially
associated to multiphoton ionization peaks. The nature of the
remaining structures still remains unclear and deserves fur-
ther investigation.

Our calculations show a stupendous efficiency compared
to diagonally implicit propagation algorithms. This opens
perspectives for the treatment of complicate ionization pro-

cesses such as two-photon ionization of helium. From the
practical point of view, the implementation of our approach
using a spectral representation, e.g., the one described in
�33–35�, is straightforward. It requires only matrix-vector
products. On the other hand, Fatunla’s method allows us to
time propagate directly in the Sturmian basis without having
to solve huge systems of algebraic equations at each time
step and without the necessity of fully diagonalizing the
atomic Hamiltonian.
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