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Giant subthreshold amplification in synchronously pumped optical parametric oscillators
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Synchronously pumped parametric oscillators have been shown to have subthreshold giant amplification of
such a magnitude that a macroscopic, entirely noise-driven, signal is present at output even when the device is
below threshold. In this paper we quantify the magnitude of the amplification factor in terms of some key
device parameters. We use non-normal operator theory to find the noise amplification factor (Kreiss constant)
and show that the signal amplitude is proportional to it. We also determine that the noise sensitivity depends in
a nontrivial way on the group velocity of the three fields.
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I. INTRODUCTION

Noise in physical systems is often treated as a small per-
turbation, a weak interaction with the environment that is
responsible, for example, for moving the system away from
unstable equilibria. Generally, noise is considered relatively
insignificant near a stable equilibrium. This point of view,
while often correct, has notable exceptions. One of the most
famous is stochastic resonance [1], where noise can enhance
the response of a system to small external forcing. Another is
giant noise amplification, also called excess noise. In optics,
for example, excess noise [2,3] is normally associated to
cavities with nonorthogonal modes. However, it has been
known for quite some time that the phenomenon is more
general [4,5] and is state dependent [6]. The most famous
example of giant noise amplification is the development of
turbulence from laminar flows [7]: linear stability analysis of
some laminar flows predicts instability thresholds that are
much higher than those observed experimentally. The expla-
nation of this inconsistency proposed in [7] is that these
flows are extremely sensitive to noise: small amplitude noise
is amplified enormously by the subthreshold dynamics so
that it becomes macroscopically observable even though the
laminar flow is stable. The mathematical equivalent of this
physical interpretation is that the linear stability operator of
these noise-sensitive flows is highly non-normal, i.e., has
eigenvectors that are nearly parallel (see the Appendix and
Refs. [7,8]). The theory of non-normal operators has lead in
the mathematical and numerical analysis literature to the de-
velopment of tools to characterize and quantify the response
of (stable) systems to perturbations, namely, the pseudospec-
trum (see [9] for a historical overview of the field and [10]
for a list of references to pseudospectra, non-normal opera-
tors and their applications). At the same time, noise-sensitive
systems have also been studied in the physics literature out-
side optics. For example, a recent paper [11] studies noise
sensitivity in a Bose-Einstein condensate in an optical reso-
nator, but still in the context of excess noise. The non-normal
operator approach seems, to the best of our knowledge, to be
mainly focused in physics areas related to numerical analysis
[12] or fluid dynamics [13-15].

In this paper, we use the tools of non-normal operators
and pseudospectra to analyze in detail a model of synchro-
nously pumped optical parametric oscillators (SPOPOs).
These are physical systems of great importance in nonlinear
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optics that show giant noise amplification. SPOPOs contain a
nonlinear y'? crystal, i.e., a crystal with quadratic nonlinear-
ity as, for example, lithium niobate, that can transform an
input beam at frequency w;, the pump, in two output beams,
the signal and the idler, at frequency w, and w3, respectively.
The crystal is placed in an optical cavity (see Fig. 1) so that
one or more of the fields are resonated. In the case consid-
ered in this paper only the signal beam is resonated: the
mirrors are transparent to the pump and idler. The device is
driven by a train of pump pulses with period T}, very close
to the cavity round trip time of the signal pulses, 7. In this
configuration, the SPOPO can be used as a tunable source of
laser pulses: in particular, the signal pulses may be consider-
ably shorter than the pump pulses [16-20]. This regime was
analyzed in some detail in [21], where it was shown that the
signal pulses have chaotic dynamics that is extremely noise
sensitive: they change from one round trip to the next and
never settle in an equilibrium configuration. The issue of
sensitivity to noise was taken up again in [22] where it was
shown, using pseudospectra and the theory of non-normal
operators, that a subthreshold SPOPO can amplify noise
fluctuation by a factor of 10°: this factor is so large that a
macroscopic, entirely noise driven signal field is emitted by
the device, even though it is subthreshold, i.e., even though
the zero-signal field solution is stable.

This phenomenon is considerably different from nonreso-
nant optical parametric amplification because the presence of
the cavity introduces feedback in the system. This, by itself,
is unable to sustain a non-zero-signal field. However, in the
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FIG. 1. (Color online) Schematic of a SPOPO. The shaded rect-
angle represents a y'2) material. The pump field, at frequency e, is
seeded by a periodic train of pulses with period Ty. For sufficient
high pump power, parametric down conversion in the ¥ crystal
produces a signal and idler field at frequencies w, and ws, respec-
tively. Only the signal is resonated, while the idler is regenerated
from noise at each round trip.
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presence of noise amplification, the feedback allows the sig-
nal to develop in a form that is optimal for energy extraction
from the pump. In some respects the output is similar to that
of an above-threshold SPOPO. For example, the power spec-
trum of the noise-driven signal field is double peaked and
asymmetric, as is the case for standard SPOPO pulses
[22,23]. On the other hand, the signal field reported here is
very different from the standard above-threshold SPOPO
output; first, should noise be switched off, the signal field
would rapidly decay to zero, i.e., to the stable solution; sec-
ond, if the pump is not saturated, then the amplitude of the
signal is proportional to that of the noise or to the noise
amplification factor (see Sec. III).

The sensitivity to noise of the SPOPO allows subthresh-
old operation of the device and opens up the extremely in-
teresting possibility of relating the spectral and correlation
properties of the noisy macroscopic pulses to the cavity
quantum fluctuations [24,25]. We will study the spectral
properties of the signal pulse in the context of quantum op-
tics in another publication. Here we want to address the
question of how the noise amplification factor of the SPOPO
varies with its parameters. This knowledge may allow in
future to tune SPOPOs to the regime that is most of interest
to any particular application. Here, we show that the tools of
non-normal operators allow us to characterize the SPOPO
giant amplification factor as a function of its parameters.
Moreover, in doing this we also obtain guidance to the physi-
cal origin of this remarkable phenomenon.

The structure of this paper is as follows: in Sec. II we
derive the SPOPO model. Section III contains the analysis of
giant noise amplification as a function of some of the
SPOPO parameters, namely, pump amplitude, the detuning
between T, and T and, finally, the difference of group ve-
locity between the three fields. The paper is closed by a
summary of the main results and a discussion of the issues
that are still open. The Appendix contains an overview of
non-normal operators and pseudospectra illustrated using a
particularly simple example.

II. SPOPO MODEL

The SPOPO configuration considered in this paper is rep-
resented schematically in Fig. 1. It is convenient to write the
SPOPO equations in the reference frame of the pump pulse:
in this frame we just need to integrate the equations in a
small region around the pump pulse because it is not possible
for the signal and idler fields to have significant energy away
from it. We indicate with (z’,¢’) the coordinates in the labo-
ratory frame, used in Fig. 1, and with z=z' and t=t’+v?'z’
the coordinates in the pump pulse reference frame. The
SPOPO equations in the pump reference frame are

d,E == (p; —iAK)E, +iB0,E, - E;E5 + &, (1)
9.Ey=— 110,Ey — prEy +iBy9,E2 + E\Es + &, (2)
9.E3=— y30,E5 — p3E5+iB30,E3 + E\Ey + &3, (3)

where E;, j=1,2,3 are, respectively, the pump, signal and
idler slowly varying amplitudes, v; their group velocities, B;
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TABLE 1. Parameter values for the reference noise-sensitive
SPOPO configuration. These are the parameters used in the noise-
sensitive simulation discussed in Ref. [22] and correspond to those
for lithium niobate [21]. One unit of dimensionless time is equiva-
lent to 137 ps and the length of the crystal is 20 mm. The value of
the pump amplitude chosen is 87% of threshold, i.e., p(£)=0.87.

¥,={0,-0.0166,-0.0049}
B;={-1.29,-0.343,1.47} x 1077
P,=3.6=p(L)=0.87

p;={0.,0,0} Ak=0
=0 R=0.14
7,=0.0244 7.==7X107
Ai=1078 B;=0

their dispersion coefficients, p; their losses during propaga-
tion and yj=v]71 —v?l. The overbar symbol indicates complex
conjugate. Time is scaled to the time taken by the pump
pulse to traverse the crystal and distances are scaled to the
length of the crystal; in these units v;=1. The field ampli-
tudes are scaled with [21,26]
_ L nl‘+lnf+2
M= >

dofll ¥ wj 10545
where c is the speed of light in vacuum, d, is the effective
nonlinear coefficient for the three-wave interaction, L is the
crystal length, n; is the refractive index of the jth field, w; its
frequency and the subscripts permute cyclically. Finally, the
term §=§&(z,1) is a Gaussian noise of amplitude A;
o-correlated in both space and time that represents noise
sources inside the crystal.

These equations are complemented by the initial condi-
tions

E(0,0) = P(t) + (1),  Es= (1), (4)

Ey(0,1) =exp(= iOVREy (1,1 4 1+ y, = T,) + (1), (5)

where P(t)=P(t+Ty) is the pump profile, assumed to be pe-
riodic with period T. T. is the signal cavity round trip time,
R is the total intensity reflection coefficient of the cavity, € is
the phase shift acquired per pass by the signal field, () is a
o-correlated Gaussian noise of amplitude B; that represents
external noise sources on the field £;. In all simulations re-
ported here we have assumed that these noise terms have
zero amplitude (see Table I). We have, however, verified that
all results are independent of whether the noise is injected in
the crystal (A;#0) or at the boundary (B;# 0). Finally, we
assume that the pump profile is a Gaussian

_ ) Pyexp(- £17), —Tr=1<Ty,
P = {P(t+ To) = P(1)

of amplitude P, and width 7, <Tk.

We can recast the SPOPO equations as a stroboscopic
map synchronous with the pump pulses, i.e., as a mathemati-
cal relation between the signal pulses generated by succes-
sive pump pulses. Roughly speaking, since the signal is ap-
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proximately synchronous with the pump, we can think of this
map as a round trip map that expresses the pulses at one
round trip in terms of the fields at the previous one. With this
proviso, we normally refer to the nth iteration of this map as
the “nth round trip.” Formally, we introduce a new time vari-
able, 7, —-Tx/2=7<Tg/2, to measure the time elapsed since
the center of the nth pump pulse, t(n,7)=7+nTg, n € N. We
also define the fields at the nth round trip to be E(”)(z 7)
=E(z,7+nTy). The equations for the fields E j" are un-
changed from Egs. (1)=(3) with ¢ replaced by 7 and E; by
E(” The boundary conditions are

EY(0,0)=

EY(0,7) = P(7) + iy (7), P(n, (6

EY(0,7) =exp(= i) VREY (1,74 1 + v, + 7,) + (7).
(7)

where 7.=T,—T. is the detuning between pump and signal
periods. With a slight abuse of notation we have indicated
the noise terms as tﬂj( 7), even though the realization of the
noise is different at each round trip. The SPOPO map con-
sists in using Egs. (1)-(3) to take the fields E;”"”(O,t) from
z=0 to z=1 and then Egs. (6) and (7) to map the fields from
round trip n—1 to round trip n.

The SPOPO equations without noise (A;=B;=0) admit a
zero-signal and idler solution (E(”) E(”) O) w1th pump field
EM(z, 7') glven at each round trip by the solution of Eq. (1)
with E{’=E{"=0 and with initial condition E{"=P(7).

The zero-signal and idler solution is stable for sufficiently
small pump power, i.e., if P, is sufficiently small. To study
its stability we need to linearize Egs. (1)—(3) around it, as-
suming A;=0. They become

0.6\ =~ (p, — iAk)e\” + B, 9,1, (8)
o8 =~ 5" 0.8 - pret) +iByd,.e8) + EVeY",  (9)
‘9ze(3n) == 751‘97‘3_%”) - P3€(3n) +iB30 7733 Ej )32 )’ (10)

where e;’s are the perturbations of the three fields and E is
the zero-signal pump field. These equations are comple-
mented by the boundary conditions (with B;=0)

(0,7 =0, (11)
(”)(0 7) = exp( —10)\Re(" 1)(1,7-+ T.+1+7v), (12)

¢(0,1) = 0. (13)

The perturbation of the pump field is decoupled from those
of the other fields. Equation (8) with boundary condition (11)
has solution e(l”)(z, 7)=0. All the dynamics is therefore con-
tained in the equations for the perturbations of the signal and
idler driven by the unperturbed pump field, Egs. (9) and (10)
with boundary conditions (12) and (13). These can be written
formally as a linear operator £ that maps the perturbation on
the signal field from one round trip to the next,
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(0,7 = LeD(0,7). (14)

The stability properties and the noise sensitivity of the zero-
signal solution are directly related to the spectrum and pseu-
dospectrum of £. In particular, the SPOPO is above thresh-
old when the spectral radius, p(L), of L, i.e., the largest of
the absolute values of the eigenvalues of L, is larger than
one. Below threshold, the SPOPO can still amplify random
noise to produce macroscopic pulses when the system is
strongly non-normal and the boundaries of the pseudospec-
trum are sufficiently far from the unitary circle correspond-
ing to the threshold.

In the pulsed regime of interest to this paper the nonlinear
SPOPO map, Egs. (1)-(3) and Egs. (6) and (7), and their
linearized version, Egs. (8)—(10) and Egs. (11)—(13), are only
amenable to a numerical study. We have used a split step
method, comprising a Fourier transform in time and second
order Runge-Kutta in the longitudinal coordinate, to inte-
grate the nonlinear SPOPO equations in the crystal. A
o-correlated Gaussian noise is added after each space step to
represent noise in the parametric interaction. After integrat-
ing one propagation through the crystal, Eq. (7) is applied to
the signal field using a Fourier and anti-Fourier transform
pair.

In order to study the stability of the zero-signal and idler
solution we need to determine the structure of the spectrum
of the linear stability operator £. We represent this operator
as a matrix on a suitable basis of M Fourier modes exp(
—iw,,7), with w,=mAw, n=-M/2,...,M/2-1 and Aw a
suitably chosen discretization parameter. In this way the ma-
trix representation of £ can be computed efficiently using a
standard FFT algorithm. Once this representation has been
obtained the spectrum and pseudospectrum are computed us-
ing the MATLAB Singular Value Decomposition routine [27].

In all numerical simulations we have checked for conver-
gence by comparison with simulations with either a larger
number of Fourier modes and/or smaller discretization step
in the longitudinal direction.

III. PARAMETER DEPENDENCE OF THE TRANSIENT
AMPLIFICATION

A. Introduction

The SPOPO model considered in this paper was shown in
[21] to be noise sensitive. This work was extended in [22]
where the pseudospectrum of the linearized map £, Eq. (14),
was computed. In particular, in this paper it was shown that
the Kreiss constant of £, which provides a lower bound to
the maximum noise amplification, see the Appendix, can be
as large as 10° for experimentally realistic parameter values.
Here we want to extend these results and study the SPOPO
noise amplification factor as a function of some of its param-
eters. The SPOPO equations have far too many parameters to
allow for a systematic study of the entire parameter space.
Here we have chosen to use the noise-sensitive simulation of
Ref. [22], parameters in Table I, as a reference configuration
and have studied how the noise amplification factor changes
as some of the parameters are varied with respect to this
configuration. We have chosen two parameters, the pump
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FIG. 2. (Color online) Pseudospectrum, (a) and (c), and signal intensity as a function of time and round trip, (b) and (d), for P,=2.9 and
P,=3.6, (a) and (b) and (c) and (d), respectively. In all pseudospectra plots the dots are the eigenvalues of £ and the contour lines correspond
to constant values of log;o([|(z—=£)~!|]), see Eq. (A4). (e) Spectral radius, (f) Kreiss constant, and (g) average signal energy as a function of
the pump amplitude P,. (h) Log-log plot of the average signal energy as a function of the Kreiss constant. The straight solid line represents
a best fit of the corresponding data points (slope 2.1). All parameters except P, as in Table 1.

amplitude P, and the detuning 7., because they are of easy
experimental access. We have also studied the effect of the
group velocity to gain a better qualitative understanding of
the physical mechanism of giant noise amplification.

B. Effect of the pump amplitude

We have varied the pump parameter of the reference con-
figuration in the range 2.3 = P,=3.8. The pump value affects
directly the spectral radius p(£) and the Kreiss constant C,
which increase from 0.45 to 0.97 and 28 to 1.5x 10", re-
spectively. Their graphs are shown in Figs. 2(e) and 2(f). The
spectrum and pseudospectrum for the reference configura-
tion, P,=3.6, and for a lower power, P,=2.9, are shown in
Figs. 2(c) and 2(a) respectively. From these graphs we can
see that the spectral properties of £ do not change signifi-
cantly with the pump power. The signal amplitude at corre-
sponding powers, also shown in Fig. 2, indicate that the
pulse become narrower and more intense as the system gets
closer to threshold. These features are also preserved when
passing the threshold: the over-threshold pulse is narrow and
noise dominated, just as the signal below threshold. The av-
erage signal energy increases with the pump power, until
saturation sets in, see Fig. 2(g). In the nonsaturated regime it
is proportional to K2, see Fig. 2(h): a best fit of the log-log
plot of the average signal energy versus the Kreiss constant
gives a slope of 2.1. This result is in good agreement with the
analysis of the response [Eq. (A7)] of the simple system [Eq.
(A6)] to a stochastic modulation. The counterpart of this phe-
nomenon is that the amplitude of the signal in the nonsat-
urated regime is directly proportional to the amplitude of the
noise (see Table II). This is in stark contrast to the above-
threshold behavior of a laser, for example, where the ampli-
tude of the output field is proportional to the distance of the

pump from threshold and independent of the amplitude of
the noise fluctuations.

C. Effect of the pump-signal period detuning

The intuitive, if simplistic, physical explanation of giant
noise amplification is that the signal pulse arrives at the crys-
tal later than the pump pulse. Hence the noisy leading edge
of the signal is amplified, while the trailing edge is damped
by the cavity losses. We expect, therefore, that sensitivity to
noise, parametrized by the Kreiss constant, will decrease as
7. becomes positive. This is indeed the case: for 7.=3.5
X 107 there is no macroscopic subthreshold signal field.
This appears for 7,=1.75X 107*, but has a very regular ap-
pearance, see Fig. 3(b), even though the Kreiss constant for
this configuration is quite large, X =10°. The spectrum and

TABLE 1II. Peak amplitude of the signal averaged over 900
round trips and corresponding amplitude of the noise. In the case of
the middle column, P,=3.0: the SPOPO is far from saturation and
the two amplitudes are approximately linearly proportional. The
first value is lower than expected because of saturation of the pump
pulse, while the last is larger because the noise of numerical com-
putations is comparable to the noise added in this simulation. In the
case of the right column, P,=3.6, the SPOPO is in the pump satu-
ration regime and the two amplitudes are not linearly proportional.
All other parameters as in Table I.

Noise amplitude (max|E,|) X 1073 (max|E,|)
10~ 155 8.58
10710 16.3 7.30
10~1 1.62 5.26
10712 0.168 2.11
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FIG. 3. (Color online) (a) Pseudospectra and signal amplitude as
a function of time and round trip number (b) for 7,.=1.75X 10~* and
P,=2.6 (equivalent to 98% of threshold). (c) Plot of In(K) as a
function of 7, for different values of the spectral radius, p(£). (d)
Pump amplitude P, at constant spectral radius as a function of 7,.
All other parameters as in Table I.

pseudospectrum for these parameter values, Fig. 3(a), are
very different from those in the reference configuration, Fig.
2(c). It is only for negative values of 7. that the system
displays the features of the reference configuration. The main
points to notice are that (1) K at constant p(L) decreases
with increasing 7., see Fig. 3(c); (2) there is a maximum
value of 7, for a given value of /C, see Fig. 3(c); (3) the pump
power needed to obtain a given p(L) increases with decreas-
ing 7., see Fig. 3(d).

D. Effect of the group velocity difference

Finally, we have studied the effect of the group velocity
on giant noise amplification to see what role this parameter
plays in the intuitive 7.-dominated explanation of this phe-
nomenon given at the beginning of Sec. III C. To study the
effect of the group velocity difference we have scaled the
reference group velocities 7; listed in Table I by a scaling
factor vy,. In particular, y,=0 corresponds to a SPOPO where
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FIG. 4. (Color online) Pseudospectra for y,=0.2 (left) and 1
=0.6 (right). The pump amplitudes are P,={1.8,3.2}, respectively,
corresponding to 93% and 84% of threshold. All other parameters
as in Table 1.

all fields travel with the same group velocity, while y,=1 is
the reference configuration.

For y,<<0.4 the bifurcation from the zero field solution is
completely different from the reference configuration. The
loss of stability is through an eigenvalue with negative real
part crossing the unit circle (see left panel of Fig. 4). The
pseudospectrum is very close to the spectrum and the
SPOPO is not noise sensitive: there is no macroscopic signal
below threshold and above threshold the signal pulse is time
stationary and of width similar to that of the pump pulse. For
¥,= 0.4, instead, the behavior of the SPOPO is very similar
to that of the reference configuration: the zero field solution
loses stability because an eigenvalue with positive real part
crosses the unit circle; the pseudospectrum extends well be-
yond the unit circle and the SPOPO is noise sensitive. A
typical pseudospectrum, with y,=0.8 is shown on the right
hand panel of Fig. 4. The main conclusions that can be
drawn from the analysis for 0.4=y,=<1.6 are (1) the pump
power needed to obtain a given p(L) grows with v, see Fig.
5(a); (2) the pump power required to obtain a given value of
the Kreiss constant increases with vy,, see Fig. 5(b); (3) the
average intensity of the signal pulse is proportional to K2,
until saturation sets in, see Fig. 5(c) where the best fit line
has slope two. This is in accordance to the response to noise
of the simple model analyzed in the Appendix, Eq. (A7); (4)
the maximum value of the Kreiss constant is not strongly
dependent of vy, see Fig. 5(d), for y, above the threshold
value for noise sensitivity.
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FIG. 5. (Color online) (a) Pump amplitude P, as a function of 7, for different values of the spectral radius p(£). (b) Pump amplitude P,
as a function of vy, for different values of the Kreiss constant K. (c) Log-log plot of the average signal field intensity as a function of the
Kreiss constant K. The different symbols correspond to different values of 7y, in the range [0.4,1.6]. (d) Kreiss constant as a function of v

for different values of the spectral radius p(L).
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IV. CONCLUSIONS

The analysis of the SPOPO parameters detailed in Sec. III
shows that giant amplification depends on the group velocity
and not just on the pump-signal detuning 7., even though this
parameter certainly plays a key role. In particular, for low
values of the group velocity there is no significant noise
amplification. However, once a threshold value for the group
velocity difference has been reached, then the noise amplifi-
cation factor is more or less independent of the group veloc-
ity and increases with the pump amplitude or the magnitude
of the pump-signal detuning. In Sec. III we have varied only
three of the SPOPO parameters. It is, however, possible to
study in detail the SPOPO behavior in any parameter region
that may be of interest.

This opens the possibility of tailoring the SPOPO param-
eters to specific applications, either to minimize or to maxi-
mize noise sensitivity. The possibility of using the giant am-
plification rates that the SPOPO is capable of is especially
enticing. First of all, it should be possible to seed the SPOPO
with a small modulation and obtain a controllable, high-
intensity signal in the region where the device would be
noise dominated, similar to what was proposed in [21]. This
might be useful to obtain reproducible signal pulses in ex-
periments where the control parameters are limited to the
noise-sensitive region. Second, the quantum properties of
SPOPOs have long been a subject of study [28,29] and there
are has been considerable debate in the literature on whether
it would be possible to use pattern formation in optical para-
metric oscillators to detect cavity quantum fluctuations
[30-33]. The giant noise amplification measured and charac-
terized in this paper leads to a definite possibility of detect-
ing the noise quantum signature in the macroscopic sub-
threshold signal and idler fields emitted by the SPOPO. We
are currently developing a quantum optics model of SPOPO
that can be used to answer this question.
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APPENDIX: NON-NORMAL OPERATORS
1. Simple example

It is well known that the fixed points of a (hyperbolic)
dynamical systems are stable if all eigenvalues of the equa-
tions linearized around the fixed point have negative real part
[34]. Stability, in this sense, means that in the absence of
noise, any sufficiently small initial perturbation decays as-
ymptotically to zero. There is nothing in this definition that
stops an initial perturbation from growing before reaching
the asymptotic regime of decay. This phenomenon is called
transient growth. The presence of noise adds another facet to
the issue of stability: if noise is present, the system is never
able to return and settle at the stable equilibrium. Noise in-
duced fluctuations will continually force it to move around
the equilibrium point. In a system with large transient growth
the noise fluctuations may well not be small, even though
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they will always ultimately proportional to the noise ampli-
tude.

Transient growth is a phenomenon characteristic of sys-
tems whose linearized equations have non-normal coefficient
matrix, i.e., a matrix that does commute with its adjoint
[7,8,10]. Geometrically, these matrices are characterized by
having nonorthogonal eigenvectors. Here we illustrate these
phenomena with a simple example that contains, in a very
simplified manner, the main features of the SPOPO equa-
tions.

Consider the system of two linear differential equations

-1 9 tan(@))

0 -10 (al)

x=M 2X, M 2= (
This has a stable fixed point at x=(0,0) with eigenvalues and
eigenvectors

N=-1, v;,=(1,0); N, =-10, vy=(-sin 6,cos 6).

For =0 the matrix M, is normal and the eigenvalues are
orthogonal. For ## 0 the matrix M, is non-normal and its
eigenvectors are no longer orthogonal, but form an angle
equal to 7m/2+ 6. As 6 tends to /2 the eigenvectors become
closer and closer to being parallel. An initial condition that is
the (small) difference of two very large eigenvectors will
grow considerably before eventually decreasing. To quantify
the transient growth of Eq. (A1), we start by noting that its
solution with initial condition x is x(f)=exp(tM,)x,. Hence,
the maximum growth at any given time ¢ of the solution x(z)
is

k=@l _
u

= [lexp(tM,)||.
xo [Feol

For #< /2 (and using the two-norm) the maximum tran-
sient growth is

sup|lexp(tM,)||, = 0.7 tan(6). (A2)
>0
In other words, the system (A1) can display transient growth

as large as one wishes, provided that 6 is sufficiently close to
/2.

2. Pseudospectra

Equation (A1) is simple enough that it is possible to com-
pute analytically the transient amplification factor of a per-
turbation of the initial condition. It is important, however, to
develop tools that allow to determine the response of more
complicated systems to generic perturbations, e.g., a forcing
term. In particular, from the point of view of applications, it
is especially important to know the frequency dependence of
the amplification factor of a periodic forcing term. The key
to answering these questions is the resolvent of the coeffi-
cient matrix of the model equations linearized around the
fixed point. The asymptotic amplitude x.. of the response of

a linear system
X =Mx +f(1) (A3)

to a modulation f(¢)=fye¥, z € C, is given by

023804-6
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FIG. 6. (Color online) Pseudospectrum and frequency response
(inset) of system [Eq. (A1)] for #=1.568. The dot corresponds to
the eigenvalue A=—1. The contour lines correspond to constant val-
ues of log;o(|R(z,M)|), see Eq. (A4).

Xo = (Z - M)_lf()’

provided that all the eigenvalues of M have negative real
part. The amplification factor is

X oo _
sup 2 — 2= a0y 1) = IR ()

£y Ifel

where R(z,M) is the resolvent of M. This last equation tells
us that the norm of the resolvent is the amplification factor of
an exponential perturbation with complex exponent z. There-
fore, the graph of the norm of the resolvent in the complex
plane gives a pictorial representation of the amplification
factor. This idea is formalized by the definition of
e-pseudospectrum (or pseudospectrum) [9]. For every €>0
we define the e-pseudospectrum as the set

i

AM)={z e C|R(zM)|= €}, e>0. (A4)
The e-pseudospectra form a nested set. They tend to the
spectrum of M as e—0 and to the complex plane as e— .
Very roughly, the pseudospectrum is the set of contour levels
of |[R(z,M)|. If the exponent (frequency) of the modulation
is within the contour level corresponding to € then we can
expect that the system will amplify the modulation by a fac-
tor approximately equal to 1/e. In particular, the intersection
of the imaginary axis with the pseudospectrum gives the
transient amplification factor of the system to a periodic
modulation of frequency w, with z=iw. The pseudospectrum
of Eq. (A1) is plotted in Fig. 6. The inset of this figure shows
the cross-section of the pseudospectrum with the imaginary
axis: this is the frequency response of the system to a peri-
odic modulation.

PHYSICAL REVIEW A 80, 023804 (2009)

The pseudospectrum is also related to the magnitude of
the transient growth, sup,-g|lexp(¢M)|. It can be shown that

[8]
§1>113||6Xp(tM)II = K(M),

where the constant /C, called the Kreiss constant of the ma-
trix M, is defined as

K(M) = sup aE(GM) (A5)

[>0]

= sup R()|R(z,M)|.
%(z)>0

Here «a M) is the e-pseudospectral abscissa of the
e-pseudospectrum of M, i.e., the largest real part of all the
elements of the set A (M). For the system (A1) the value of
the Kreiss constant using the two-norm is approximately
K(M)=0.5 tan(6), which is a good estimate of the maxi-
mum transient growth, Eq. (A2).

Finally, we consider the effect of adding a Gaussian
S-correlated noise to Eq. (A1),

x=Mx+0of(t), (fiOfi(t'))=;6(t-1).

This equation can be written as an Ornstein-Uhlenbeck equa-
tion for the vectorial stochastic variable x(f) which can be
solved by standard stochastic calculus techniques [35]. The
asymptotic value of the average is zero, while that of the
variance for 6 close to /2 is

(I (@)|*) = 3007 tan*(6),

This results shows that the average “intensity” of the signal
is proportional to X2, a result that also holds for the SPOPO
equations.

(A6)

0=< /2. (A7)

3. Non-normal maps

The results and concepts introduced in the previous sec-
tion carry more or less unchanged to maps, i.e., relations that
express the state of the system at stage n+1, "+, in terms
of its previous state as

xD = px ™) (A8)

with M an m X m matrix, possibly obtained by linearizing a
nonlinear map around one of its fixed point. If the matrix M
is non-normal the system (A8) may display transient growth.
The definition (A4) of pseudospectrum remains unchanged,
while the Kreiss constant for maps is defined as [8]

_ pe(ﬁ) -1

K=sup KL, with L =—"",
€

e>0

(A9)

where p (L) is the radius of the smallest circle in the com-
plex plane that contains A(L). Geometrically, C, is the
maximum distance of the boundary of A (L) from the uni-
tary circle divided by e. The Kreiss constant is still a lower
bound for the maximum transient growth, now given by
max,||M"].
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