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We study the quantum phases of mixtures of ultracold bosonic atoms held in an optical lattice that confines
motion or hopping to one spatial dimension. The phases are found by using the Tomonaga-Luttinger liquid
theory as well as the numerical method of time-evolving block decimation (TEBD). We consider a binary
mixture of equal density with repulsive intraspecies interactions and either repulsive or attractive interspecies
interaction. For a homogeneous system, we find paired and counterflow superfluid phases at different filling
and hopping energies. We also predict parameter regions in which these types of superfluid order coexist with
charge-density wave order. We show that the Tomonaga-Luttinger liquid theory and the TEBD qualitatively
agree on the location of the phase boundary to superfluidity. We then describe how these phases are modified
and can be detected when an additional harmonic trap is present. In particular, we show how experimentally
measurable quantities, such as time-of-flight images and the structure factor, can be used to distinguish the
quantum phases. Finally, we suggest applying a Feshbach ramp to detect the paired superfluid state and a /2
pulse followed by Bragg spectroscopy to detect the counterflow superfluid phase.
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I. INTRODUCTION

Bose-Einstein condensation (BEC) [1] is a fascinating
many-body phenomenon. It demonstrates the significance of
quantum statistics at low temperature. Identical bosons can
occupy the same single-particle state and are in fact more
likely to do so than classical particles. At a critical tempera-
ture, a gas of bosons undergoes a phase transition toward a
state in which a macroscopic fraction of the particles occupy
the lowest-energy state, creating a condensate. Such a state
was realized in ultracold atom systems in [2], demonstrating
that the technology of cooling and manipulating atoms had
reached a level of control with which novel states of matter
could be generated and studied.

In the case of a Fermi gas, the Pauli exclusion principle
prevents such a phenomenon from occurring, because no
single-particle state can be more than singly occupied. How-
ever, the phenomenon of condensation can still occur in
Fermi systems via a different mechanism: fermions can form
pairs to create composite bosons. The bosonic particles can
then form a condensate of pairs. Conventional superconduct-
ors, for example, were understood as a condensate of elec-
tron pairs [3]. In ultracold atoms, fermionic condensates of
this type were created in [4].

Interestingly, this mechanism of condensation of pairs is
not limited to fermionic systems but can occur in bosonic
systems as well. In fermionic systems, formation of bosonic
pairs necessarily occurs before condensation. In bosonic sys-
tems this mechanism can be favored energetically and will
typically be in competition with single-particle condensation.

In Refs. [5,6], two types of composite bosons were pre-
dicted for a binary Bose mixture in an optical lattice: pairs
and antipairs. For attractive mutual interactions, a bosonic
mixture can form pairs of atoms which then form a paired
superfluid (PSF) state, as is visualized in Fig. 1. For repul-
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sive interactions, at special fillings, the atoms can form anti-
pairs, which can be interpreted as pairs of one atom of one
species and one hole of the other species. These antipairs can
then generate a counterflow superfluid (CFSF) state visual-
ized in Fig. 2. Most of their simulations were performed for
two-dimensional (2D) systems.

Quantum phases of atoms in optical lattices have been
experimentally studied. Following the prediction by Jaksch
et al. in [7], the Mott insulator (MI)-to-superfluid (SF) tran-
sition was realized in Ref. [8] in a three-dimensional lattice.
In [9] this transition was achieved in one dimension. More
recently, Ref. [10] observed the 2D transition.

In one-dimensional (1D) gases quantum phases have
quasi-long-range order, rather than true long-range order. A
quasi-long-range order of an order parameter operator O(x)
is defined as follows: the correlation function R(x)
=(0"(x)0(0)) falls off algebraically as R(x)~ |x|*
x| — e with 0 <@<2. A positive a implies a diverging sus-
ceptibility of the operator O(x) (see, e.g., [11]).Various order
parameters O(x) will be defined in the text. In contrast in
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FIG. 1. (Color online) Sketch of a condensate of pairs. Atoms of
each species (red and green bullets) pair together and form a PSF
state.
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FIG. 2. (Color online) Sketch of a condensate of antipairs. Here,
atoms of one species are strongly anticorrelated with atoms of the
other species, creating a CFSF state. These composite bosons can
also be thought of as a pair of one atom of one species and one hole
of the other species.

higher-dimensional bosonic systems correlation functions
can have true long-range order, where correlation functions
approach a finite value. Power-law scaling in a 1D optical
lattice has been observed in Ref. [12]. They observed the
Tonks-Girardeau regime of strongly interacting bosons.

In this paper we consider a two-component Bose mixture
held in an optical lattice that only allows atoms to hop in one
spatial dimension. We ask the question of how the superfluid
as well as other phases or orders can be realized. We assume
that the two species of the mixture have the same filling v,
restricted to the range 0 <v=1. The phase diagram of these
mixtures is determined using the Tomonaga-Luttinger liquid
theory [11,13], which gives the universal phase diagram in
terms of a few effective parameters. Based on the universal
phase diagram, we generate the numerical phase diagram
using the time-evolving block decimation (TEBD) method
[14-17]. With these two approaches, we find that CFSF can
exist for v=1/2 (half-filling) and repulsive interaction,
whereas PSF can exist for v<<1 and attractive interaction
(see also [18]). As CFSF can be interpreted as a superfluid of
pairs of one particle of one species and a hole of the other, it
naturally occurs at half-filling where the numbers of particles
and holes are the same. This theory can be generalized to
unequal filling fractions. In this case, PSF does not occur.
However, when the filling fractions add up to 1, CFSF can
occur [19].

We also find that charge-density wave (CDW) quasiorder
can coexist with both PSF and CFSF, as well as single-
particle superfluidity (SF). The regimes in which CDW and
SF quasiorder coexist constitute a quasisupersolid phase
[20,21]. Similarly, the regimes where CDW and PSF quasi-
order coexist are a quasisupersolid of pairs and, in the case of
CFSF, a quasisupersolid of antipairs. Previous work has pre-
dicted coexistence of CDW and PSF for 1D Bose mixtures
[19,20] and bilayer 2D lattice bosons with long-range inter-
actions [22], and that of CDW and CFSF for 1D Bose-Fermi
mixtures [21,23].

We then address the question whether PSF and CFSF can
be realized and detected in experiment. To simulate the effect
of a global trap, we numerically study a mixture confined by
a harmonic trap and find that PSF and CFSF can indeed exist
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in such trapped systems. Their existence can be detected
through various measurements. The PSF phase can be de-
tected by using a Feshbach ramp, similar to what has been
used in BEC-BCS experiments [4], which generates a quasi-
condensate signal in the resulting molecules. The CFSF
phase can be detected by applying a /2 pulse followed by
Bragg spectroscopy. This generates a quasicondensate signal
in the structure factor. Time-of-flight (TOF) expansion can
also be used to show the absence of single-particle superflu-
idity in PSF and CFSF. Measuring the structure factor via
Bragg spectroscopy can be one way of detecting CDW order.

This paper is organized as follows: in Sec. II, we intro-
duce the model that is used to describe the system; in Sec.
III, we use the Tomonaga-Luttinger liquid theory to derive
the phase diagram. The numerical approach and results are
discussed in Sec. I'V. Specifically, phase diagrams of the ho-
mogeneous system are presented in Sec. IV A, and the real-
ization and the detection of PSF and CFSF are discussed in
Sec. IV B. We conclude in Sec. V.

II. HAMILTONIAN

Ultracold bosonic atoms in optical lattices can be well
described by Bose-Hubbard models [7]. Here, we consider a
mixture of two types of atoms confined to a one-dimensional
lattice system. The Hamiltonian of such a system is given by

N-1 N
H=-t E E (bl,jba,jﬂ +H.c.) + Ule ny Ny
a=12 j=1 j=1
U N
+ = E E na,i(na,i - 1) (l)
2 m1im

We denote the different types of atoms with index a=1,2
and the lattice site with index i. We assume that the two
species have equal particle density v= 1, the same intraspe-
cies interaction U>0 and hopping parameter t>0. The in-
terspecies interaction is given by U;,. The operators b;';,i and
b, ; are the creation and the annihilation operators for atoms
of type a and site 7 and n,,, 5=bz,iba,; are the number operators.

III. TOMONAGA-LUTTINGER LIQUID APPROACH

The universal behavior of this system can be found within
a Tomonaga-Luttinger liquid description [11]. In this paper,
we are interested in the phase diagram of the system at vari-
ous densities and interactions. First, we switch to a con-
tinuum description, b,;—b,(x), and express the operators
b,(x) through a bosonization identity, according to Haldane
[24,25],

b(x) =[n+11,(x)]'2] €20, )

where the real-space density of each species is n=v/a; and
a; is the lattice constant. The lattice sites are at positions
x=ia;. This expression is a phase-density representation of
the Bose operators, in which the square root of the density
operator has been written in an intricate way. The fields
IT; 5(x) describe the small amplitude and the long-
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wavelength density fluctuations. The fields ®; ,(x) are given
by O ,(x)=mnx+ 6, »(x), where ) 5(x)="[*dy II; 5(y). The
fields ¢ ,(x) describe the phase and are conjugate to the
density fluctuations IT; 5(x).

The contact interactions between the densities in (1) writ-
ten in Haldane’s representation generate an infinite series of
terms that contain exp[2m;i(mnx+ 0,)+2m,i(mnx+ 60,)],
where m; and m, are some integers. A term of this form
can only drive a phase transition if the oscillatory part
2mmnx+2mm,nx vanishes for all lattice sites. This leads to
the requirement m;v+m,v=ms, with ms as another integer
[19]. As a further requirement, small integers m; and m, are
necessary, because the scaling dimension of the term scales
quadratically in m; and m,.

For the range 0 <w=1, we find that there are three dif-
ferent cases: unit filling (v=1), half-filling (v=1/2), and
noncommensurate filling (¢v# 1 and v#1/2). It can be
checked, using renormalization-group (RG) arguments as be-
low that higher forms of commensurability do not generate
new phases, but that either phase separation (PS) or collapse
(CL) is reached first. Our numerical findings are consistent
with this.

A. Noncommensurate filling

The action of the system, assuming a short-range spatial
cutoff ry, at noncommensurate filling is given by [11,20,25]

1 Upa
S=| & ——[(3,.0)* + (9.0)*] + —2L9.6,0.6
f V[jzsz 27TK[( vT ]) (x j):l 772Uﬁ xYV1Yx V2

28,
+ (27fro)zcos(2el—292)] (3)

The first line of the action is characterized by a Luttinger
parameter K and a velocity v, contained in r=(v7,x). This
part of the action, without the coupling between the two
fields 6,(x), generates a linear dispersion w=vlk|, where. v
should therefore be interpreted as the phonon velocity. The
Luttinger parameter K is a measure of the intraspecies inter-
action U. We will be interested in the regime U=+, in which
we have approximately [26]

8tsin v
K=1+—
U

(4)

The velocity v can also be related to the parameters of the
underlying Hubbard model by

v =vg(l -8tvcos mv/U), (5)

where vy is the “Fermi velocity” of an identical system of
fermions, vp=2(a;t/h)sin wv, and kp is the “Fermi wave
vector” kp=n. Here, #i is the Planck constant.

The two fields 6,(x) are coupled by the interspecies inter-
action. The interaction term U;,nn, in the underlying Hub-
bard model generates both the term containing d,6,9,6,, as
well as the backscattering term [11,19] containing
cos(26,—26,). The action S is only well defined with a short-
range cutoff ry. It is proportional to 1/n. At this scale, g, is
approximately given by
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8o=Upay/(vh). (6)

We diagonalize the quadratic part of the action by switching
to the symmetric and the antisymmetric combinations
05/A=%(01 + 0,). For the two sectors we find

Kgu=[1/K* = Uypa;/(vhmK) ]2 (7)

as effective Luttinger parameters. To lowest order in U,, this
gives Kg,~K=F Upa; K*/(2mvh). The effective velocities
are vga=vV1 = Upa;K/(mvh). The collapse (phase separa-
tion) of the superfluid phase is when vy, is imaginary. We
note that K¢ diverges when CL is approached, and that K,
diverges as the system approaches PS.

After the diagonalization, the action is quadratic in 65 and
does not couple 65 and 6,. We therefore focus on the anti-
symmetric sector which contains the nonlinear backscatter-
ing term cos(2126,). To study its effect, we use an RG ap-
proach. We renormalize the short-range cutoff r, to a slightly
larger value and correct for it at one-loop order. The resulting
flow equations are given by [11]

dgy
E = (2 - ZKA)go" (8)
dK, s,
T ©)
The flow parameter [ is given by
l=10ge<?), (10)
0

where r; is the cutoff that has been created in the RG pro-
cess.

The flow equations (8) and (9) have two qualitatively dif-
ferent fixed points: either g, diverges, which in turn renor-
malizes K, to zero, or g, is renormalized to zero for finite
K,=K,. In the latter case, the action S is quadratic in g and
0,. For the parameter K, we use the bare value given in Eq.
7).

As mentioned in the Introduction, we can determine the
phase diagram by studying the long-range scaling behavior
of correlation functions, (O(x)O(y)), of various order pa-
rameters O(x). In particular, the single-particle superfluid or-
der parameter is Ogp=b,(x) with a=1,2. The CDW order is
related to the 2k wave-vector component of the density op-
erator, O¢py=n,. PSF is described by Opgp=b;(x)b,(x) and
CFSF is described by Ocpsr=b](x)b,(x). In the homoge-
neous system, it suffices to study

G(x) = (bi(0)b,(0)), a=1.2, (1)
Rya®) = (1, (0n,(0)), a=1.2, (12)
Rs(x) = (b](x)b3(x)b1(0)b,(0)), (13)
R,y(x) = (b} (x)b5(x),(0)b5(0)). (14)

We find that, away from CL and PS, the correlation functions
scale either algebraically or exponentially. For algebraic scal-
ing, we have
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TABLE 1. Definitions of Mott insulator (MI), superfluid (SF),
counterflow superfluid (CFSF), and paired superfluid (PSF) orders
in terms of the long-range behavior of the correlation functions
Rg(x), Ry(x), and G(x). Each of these can either show algebraic
(alg.) decay with scaling exponents between zero and two or expo-
nential (exp.) decay with scaling exponents approaching —o. When
Kg or K, diverges, the system is either collapsed (CL) or phase
separated (PS). CDW quasi-long-range order, which is determined
by the long-range behavior of R, ,, only exists for 0 <acpy<2. It
can coexist with each of the superfluid orders.

Rs(x) RA(x) G(x)
MI Exp. Exp. Exp.
SF Alg. Alg. Alg.
CFSF Exp. Alg. Exp.
PSF Alg. Exp. Exp.

CL or PS Rg(x), Ry(x) undefined

G(x) ~ |x|*s2,  agp=2-1/(4K5) - 1/(4K}), (15)

R,(x) ~ COS(ZkFx)|x|aCDW_2a acpw=2- K; -Kj,

(16)
Rs(x) -~ |x|aPSF_2, aPSF= 2 - I/K*, (17)
Ry(x) ~ [x|*crs, acpgp=2-1/K}, (18)

where the scaling exponents « are determined by K and K,
which are the values of K and K, after the RG flow. For the
case that g, diverges in Egs. (8) and (9) and K is undefined,
these expressions can still be used. We set K, to zero and
find that acpy and apgr are well defined. Hence, R, , and Rg
still show algebraic scaling. On the other hand, acrgr and
agp become — and G and R, scale exponentially.

We can identify regimes where different scaling expo-
nents are positive based on the relationship between the scal-
ing exponents and K, after the flow. This determines the
different quasi-long-range orders that are present. The rela-
tionships are summarized in Table I. The resulting phase dia-
gram is shown in Fig. 3, as a function K and U,a,/(vh), as
appearing in the action in Eq. (3). These two parameters
determine the initial values of the flow equations through
Egs. (7) and (6).

We can estimate the phase boundary between PSF and SF.
This phase boundary is where the single-particle phases lose
their quasi-long-range order. Because the single-particle
phases have exponential scaling if either ¢, or ¢ has expo-
nential scaling (note  that, e.g., e P10 =iy (v)
=l a0)-da 2l ds(0)-bsIN2) - thig phase boundary is
where R, shows exponentially decay. This transition is a
Berezinskii-Kosterlitz-Thouless transition [27]. For small
Uja;/(vh), this boundary is near the point K,=1 and
g+=0. For that limit, Eq. (9) can be linearized to

PHYSICAL REVIEW A 80, 023619 (2009)

1.5

SS
-3-2-10 1 2 3
UlzaL/Vh

FIG. 3. Phase diagram of a bosonic mixture at nonunit and
non-half-filling as a function of the bare parameters K and U ,. For
attractive interactions Uj, and K <2, the system can form a paired
superfluid state, in the regime labeled PSF and PSF (CDW). This
phase can coexist with CDW order for weaker interactions. For
large repulsive (attractive) interactions U|,, the system phase sepa-
rates (PS) [collapses (CL)]. For the remaining regime, the system
shows single-particle superfluidity (SF). This can coexist with
CDW order, resulting in a quasisupersolid (SS) regime. Note that
the filling only enters through the value of K and is not specified
independently.

dKy _ 8o

d -~ 2 (19)

and the expression A=7%(1-K,)?~g%/4 becomes an invari-
ant of the flow. From the properties of the RG flow of a
Berezinskii-Kosterlitz-Thouless transition (see, e.g., [11,27]),
the phase boundary is given by A=0 and g,<<0. Using the
expressions of K, and v in terms of the Hubbard parameters,
we estimate the critical interaction U;, for PSF to occur at

Y

2
t
ol =" 32?sin2(7ﬂ/). (20)

c

We also find that CDW can coexist with the PSF order for
attractive interaction U, and with SF order for repulsive
Uy,. These regimes are determined based on the condition
acpw=>0. In PSF regime, because K, is formally set to zero,
the value of acpy only depends on the value of K and is
positive when Kg<<2. However, because of the jump of K,
from O to 1 at the PSF-SF boundary, the value of acpy is
suddenly decreased by 1. This leads to the absence of CDW
order in the SF regime for attractive Uj,. On the repulsive
side we find coexistence of SF and CDW order, which con-
stitutes a quasisupersolid phase. The phase boundary be-
tween supersolid and SF has been estimated in Ref. [20]. In
general, CDW order is more likely to occur for smaller val-
ues of K, because the system is “less superfluid” in this re-
gime and has a stronger tendency to form periodic order, as
can be seen in Fig. 3.
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FIG. 4. Phase diagram of a bosonic mixture at half-filling as a
function of the bare parameters K and U ,. In addition to the phases
that appear in Fig. 3, the system now develops a CFSF phase, which
can coexist with CDW order. Note that the filling only enters
through the value of K and is not specified independently.

B. Half-filling

In the case where both species have a filling fraction of
1/2 per site, another nonlinear term has to be introduced in
the action

- 2guk
uk (27rp)?

f d*r cos(26, +26,). (21)

This term describes umklapp scattering. At the initial cutoff
ro~1/n, g, is approximately given by U ,a;/v. In addition
to the RG flow in the antisymmetric sector, we now also
have

dguk
dl = (2 - 2I{S)guk’ (22)
dKg gik 3
— == p 23
dl 2 S @3

in the symmetric sector. Proceeding along the same lines as
for the noncommensurate case, we find the phase diagram
shown in Fig. 4. We note that terms such as [cos(46, ,) can
also appear in the action at half-filling. However, we find that
their scaling dimensions are too large to be relevant for a
Hubbard model. Our numerical findings are consistent with
this.

We estimate the SF-CFSF phase boundary in the same
way as the PSF-SF boundary. We find

U I
7‘2 = 32ﬁsin2(7'rv). (24)

c

We note that the compressibility of the total density is given
by
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K= 2Ks (25)
TUg
(see, e.g., [11]). From this expression, we can see that the
compressibility vanishes in the CFSF regime, because Ky is
renormalized to zero. This can also be related to the opening
of a charge gap in the CFSF regime

C. Unit filling

In the case where both species have a filling fraction of
one atom per site, we have to introduce a term of the form

2
= &1 2fdzr[cos(201)+cos(202)]. (26)
(27rg)
The resulting RG flow for this system is given by
d Ky—K
M - (2_2K5)guk+ a'SM’ (27)
dl 21
dg(r g%(KS_KA)
— =(2-2K _—, 28
E=(2-2K g, ot 28)
d K¢+ K K¢+ g,K
ﬁ:<2_ S A+a3guk st8s A)gl’ (29)
dl 2 T
dK, & 5 & 2
—A = 2K - (K + KK, 30
== SR =T LK KK, (30)
dK 2 2
Ds__Sups 8 g ik K, (31)

dl ~ 275 1672

where a; is some nonuniversal parameter [28]. The behavior
of this set of equations depends strongly on the initial value
of g,. For small values of g;, four phases can be stable:
single-particle superfluidity, CFSF, PSF, and a Mott phase.
For large values only single-particle SF and MI are stable.
We determine with our numerical approach that the Hubbard
model falls into the second category, i.e., there is only a
single-particle SF and a Mott state at unit filling.

Having established the universal behavior of the system
from the Tomonaga-Luttinger liquid theory, we now want to
connect the phase diagram with the parameters in the Hub-
bard model. The expressions (4) and (5), which relate the
Luttinger parameter K and the velocity v to microscopic pa-
rameters of the Hubbard model, are only approximate and no
full analytical expression is known. In addition, only some
phase boundaries are predicted reliably, because we use per-
turbative RG in the g, We expect that the analytical calcu-
lation only predicts the general structure of the phase dia-
gram, as well as the decay behavior of the correlation
functions. To obtain the phase diagram in terms of the pa-
rameters in the Hubbard model, we need to use numerical
methods. The next section describes the numerical determi-
nation of the phase diagram.

IV. NUMERICAL APPROACH

We use the TEBD method [14] to study our discrete one-
dimensional two-species Hubbard Hamiltonian. With this
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FIG. 5. (Color online) The correlation functions Ry, R, and G
on a logarithmic scale as a function of distance |i—j|. The index i is
40, the center of the 80 lattice sites. The squares are the numerical
data. The blue lines are exponential fits to the data and red dotted
lines are algebraic fits. Note that the scale of the vertical axis of the
graphs differs by orders of magnitude. In (a), we show an example
for the paired superfluid phase at »=0.3, ¢=0.02U, and
U,,=-0.16U. R, decays exponentially and Rg decays algebraically.
The single-particle correlation function decays exponentially, im-
plying the absence of single-particle superfluidity. In (b), we show
an example for the counterflow superfluid phase at »=0.5,
t=0.02U, and U;,=0.2U. The antipair correlation function R, de-
cays algebraically, while the pair correlation function decays expo-
nentially. Single-particle superfluidity is again absent. The algebraic
fits deviate from the data around |i—j|=40 due to the boundary
conditions of our numerical calculations.

method, explained in the Appendix, we obtain an approxi-
mate ground-state solution. We consider N lattice sites with
hard-wall boundary conditions and express the Hubbard pa-
rameters in units of the intraspecies interaction U. The num-
ber of sites N is equal to 80, unless otherwise noted. In our
numerical analysis, we limit the particle number on each site
and each species to two for filling »=0.8 and hopping en-
ergy t=0.1U and four otherwise. Once we obtain the ground
state, we calculate the energy, the density distributions, the
correlation functions, and the structure factor to identify the
quasi-long-range order and other properties of the ground
state.

In Figs. 5(a) and 5(b), we show the decay behavior
of the correlation functions in the PSF and the CFSF
phases, respectively. As the Hamiltonian is discrete, the
correlation functions are calculated as discrete functions:
G(isj):<b;,iba,j>’ RS(isj):<b;,ib;ibl,jb2,j>’ and RA(ls.])
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=<b;ib2’ib1’jb;,j>. For the PSF phase, R4(i,j) decays expo-
nentially, while Rg decays algebraically. It is also worthwhile
to notice that the single-particle Green’s function decays ex-
ponentially, implying the absence of single-particle superflu-
idity. For the CFSF phase, R, decays algebraically while Ry
decays exponentially. Single-particle superfluidity is again
absent.

Behavior of Kg and K. We now study the decay behavior
of Ry and R, in more detail. Using the fit function,
cli=j|*2, where c and « are the fitting parameters, we obtain
the power-law exponent a and, hence, the Luttinger param-
eters Kg and K based on Egs. (17) and (18). In Fig. 6(a), we
show these Ky and K, as functions of U, for filling at 0.7
and 7 at 0.02U. A Luttinger parameter is formally set to zero
when its correlation function decays exponentially.

For U;,<-0.06U, R, decays exponentially, while for
U,,>-0.06U, R, decays algebraically and K, increases as
U, increases. The system undergoes a PSF-to-SF transition
at Uj,=-0.06U. On the other hand, Ky decreases monotoni-
cally for U;,>-0.6U. For U}, <-0.6U the numerics failed
to converge to a homogeneous state. This indicates that the
system collapses, and we therefore cannot extract a Luttinger
liquid parameter. We can observe CDW order for a range of
U,/ U in Fig. 6. According to Eq. (16), this order exists
when K¢+ K, <2. In fact, it coexists with the SF, the PSF, or
the CFSF order. At half-filling, K¢ will go to zero at a critical
positive value of Uj,. This indicates the transition from the
SF-to-CFSF phase.

Finite-size effect. The behavior of K¢ stated above is
affected by the size of the system. Finite-size effects can
“smooth out” a sudden change in K¢ at the phase transition.
This effect can be estimated from the RG flow calculation by
integrating Egs. (8) and (9) out to a finite value [ rather than
to infinity. In Fig. 6(b), we show an example of a finite-/ RG
calculation in the vicinity of the PSF-to-SF transition. We see
that as [ increases, K, dramatically changes for the attractive
U/5. In the limit of / — o, the RG calculation predicts that K,
becomes discontinuous and “jumps” from 0 to 1 at
U,,=—-0.01U. This is where the PSF-to-SF transition occurs.
This transition is a Berezinskii-Kosterlitz-Thouless transition
for which the jump of K, is well established for an infinite
system [11,27]. In order to compare the RG result with our
TEBD result, we associate the system size N with the flow
parameter /, based on the relation in Eq. (10). The cutoff ry is
the lattice constant a; and ry=Na;. For N=80 we have
[=4.4 and we find that the RG and the TEBD are in good
agreement. The regime between U,/ U=-0.06 and —-0.01 is
a crossover regime due to the finite size of the system.

Collapse and phase separation. For large |U,,|, the sys-
tem approaches collapse or phase separation. According to
the Tomonaga-Luttinger liquid theory, K¢— % as the system
approaches collapse and K, — as the system approaches
phase separation. As seen in Fig. 6, we find such a tendency
in our TEBD calculations. When U, approaches U, we find
that R, approaches a constant for large distances instead of
decaying to zero. We therefore determine the PS regime
based on the non-decaying behavior of R,. In the phase sepa-
ration regime, G(x) has algebraic decay except for »=0.5 or
1, where it has exponential decay. An algebraic decay im-
plies two spatially separated single-species superfluids while
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FIG. 6. (Color online) (a) Kg and K, as functions of U, as
extracted from the fit of the correlation functions, Rg and R,. The
filling v is 0.7 and #/ U is 0.02. For U,/ U=-0.2 we use a 40-site
system. Around U;,/U=-0.06, the antipair correlation function
changes from algebraic to exponential decay. This corresponds to
the transition from the PSF to the SF phase. When R, decays
exponentially, K, is formally set to zero. For K +K¢=2,
acpw=2-(K4+Kjs) is positive, and the system has CDW order.
Error bars are one standard deviation uncertainties obtained from
the power-law fit to the numerical data. (b) A comparison of K,
obtained from our RG and TEBD calculations. The red squares
connected by lines are the TEBD results while all other lines are
determined from the RG flow with flow parameter /=3, 4, 7, and
10, where [ is the logarithm of the number of sites [Eq. (10)]. The
error bars are as in (a). The PSF-to-SF transition obtained from
TEBD is around U,,/U=-0.06, while the RG calculation shows
that, for /=10, the transition occurs near U,/ U=-0.01. We inter-
pret the regime between U;,/U=-0.06 and —0.01 the crossover
region.

the exponential decay implies two spatially separated Mott
insulators [29]. When U, approaches —U, Ry does not ap-
proach a constant; instead, we observe an inhomogeneous
peaked density distribution, indicating collapse.

A. Phase diagram

We study the phase diagram as a function of filling v and
parameters of the Hubbard Hamiltonian. Assuming a positive
U, the system can be fully characterized in terms of v, ¢/ U,
and U,/ U. Our results are shown in Fig. 7 for a fixed hop-
ping parameter and in Fig. 8 for half-filling.

PHYSICAL REVIEW A 80, 023619 (2009)

1. Phase diagram at a fixed hopping parameter

In Fig. 7 we show the phase diagram for filling fractions
between 0 and 1 and the interaction U,/ U between —1.1 and
1.1. The symbols correspond to numerical data points at
which the phases have been characterized. Different markers
represent the different orders. The orders are determined
from the decay behavior of the three correlation functions
R4, Rg, and G.

For  weak  attractive  interspecies interactions,
-0.06 <U;,/U<0, the system is in a SF state. As U;, grows
more attractive, PSF occurs. The critical U, is largest,
~—0.08U, at half-filling and gradually decreases away from
half-filling. This phase boundary differs from that predicted
by our RG calculation [Eq. (20)], plotted as the dotted line in
Fig. 7. This discrepancy is the result of the finite-size effect
discussed in Fig. 6(b). In the SF-to-PSF crossover regime,
CDW order can coexist. According to the phase diagram in
Fig. 3, for attractive interactions, CDW order can coexist
only with PSF order. In our numerical work, we observed the
CDW order slightly outside the numerical phase boundary of
PSF but within the RG phase boundary of PSF. The
subregime where CDW and PSF coexist ends when
U,,/U=-0.4. When the interspecies attraction is compa-
rable to the intraspecies repulsion, U, =-U, the system col-
lapses and no long-range order is present.

For repulsive interspecies interaction and U, <U, the
system is in a SF state for all noncommensurate fillings.
Within the SF regime, there is a smaller parameter region
where CDW order coexists with the SF order. This subre-
gime is a quasisupersolid regime. The boundary between a
normal superfluid and a quasisupersolid is estimated by RG
calculation in Ref. [20]. At half-filling, CFSF occurs when
0.08<U,,/U=1. Within the CFSF regime, the CDW order
can coexist, forming a quasisupersolid of antipairs. It also
worthwhile to point out that, at half-filling, CDW order only
exists within the PSF and the CFSF regimes. At unit filling,
our numerical results do not show evidence of PSF or CFSF
for any U,,. We find a MI state for |U,,|<U.

2. Phase diagram at half-filling

In Fig. 8, we show the phase diagram at half-filling as a
function of U,,/U and ¢/ U. From this diagram, we find that
the border between PSF and SF and the border between PSF
and CL approach each other as ¢ increases. Similarly, the
border between the CFSF and SF and the border between
CFSF and PS approach each other. In fact, the PSF and the
CFSF phases end around ¢~ 0.16U. Within the PSF and the
CFSF regimes, CDW order can coexist. In the phase sepa-
rated regime, the separated single-species ensembles form
two individual Mott insulating states for r=0.14U and two
individual SF states for 1>0.14U.

We can compare this phase diagram with the half-filling
phase diagram in Fig. 4 obtained from the Tomonaga-
Luttinger liquid theory. Especially, we can compare the loca-
tion of the phase boundary between SF and PSF (CFSF). To
do so, we plot the RG phase boundaries, described by Eqgs.
(20) and (24), onto our phase diagram. The area near the two
boundaries is interpreted as the crossover regime where
finite-size effects modify the phase boundary.
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FIG. 7. (Color online) Phase diagram for a homogeneous system and the hopping parameter t=0.02U as a function of filling v and
interspecies interaction Ui,/ U. The horizontal axis shows three disconnected regions in Uj,/U. The solid lines are the estimated phase
boundaries based on the TEBD results and the dotted line is the PSF-to-SF phase boundary predicted by our RG calculation [see Eq. (20)].
For attractive interaction U, <-0.06U, the system forms a PSE. The state collapses (CL) for U,,=<-0.7U. For U;,=-0.06 and U}, < U the
system shows single-particle superfluidity (SF). The system phase separates (PS) for U;,= 1 and forms two single-particle superfluids (SF).
Open circles are the points where K¢+K, <2 and CDW order coexists with a superfluid phase (SF, PSF, or CFSF). At half-filling and unit
filling there exist special phases. For repulsive interaction U}, =0.08U and half-filling, the system forms a CFSF. For unit filling, we find a
Mott-Insulator (MI) phase for interactions |U,|= U. Finally, in the PS region at half-filling and unit filling, the system forms two individual
MI states. For v=0.9,0.8,1 and v=0.7, U;,/ U=-0.2, the calculation is performed for a 40-site system.

B. Realization and detection of particles and the trap frequency, so that the number of
particles is negligible at the edge of the lattice.

We again determine the orders of the system by studying
the correlation functions in Table I. We find that, in spite the
presence of the trap, the correlation functions still show ex-

ponential or algebraic scaling away from the edge of the

Having established the phase diagram for the homoge-
neous system, we now discuss how to realize and detect the
PSF and the CFSF phases. First, we need to modify the
Hubbard Hamiltonian in Eq. (1) because in any ultracold

atom experiment an additional trapping potential is present.
We add a harmonic potential Q(j—j.)*(n; j+n, ), where j is
the site index and j. is the index at the center of the system.

lattice. In fact, a correlation function can have different de-
cay behavior in different parts of the trap. We also find that
SF, PSF, and CFSF still exist. The remainder of this paper

The TEBD method is used to find the ground state. We con-
sider a system of 80 lattice sites and adjust the total number

focuses on experimental signatures that distinguish between
these orders by calculating the density distribution, the time-

0.25 0.25
F+4+++++ 4+ + < + SF
0.2} 10.2 —4—MI
" omoEoEoE o+t o+ R —
0.15t CL 10.15
- T ’ —>—CFSF
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FIG. 8. (Color online) Phase diagram at half-filling as a function of U,/ U and #/U. The solid lines are estimated phase boundaries from
the TEBD calculation and the dotted lines are the phase boundaries predicted by the RG calculation [see Egs. (20) and (24)]. For large
repulsive interaction, the system phase separates (PS) and for large attractive interaction, the system collapses (CL). For moderate interac-
tions and for t/U=0.2, the system shows PSF on the attractive side and counterflow superfluidity on the repulsive side. Both PSF and CFSF
can coexist with CDW order when t=<0.1U. For t=0.14,-0.18 and r=0.1, U,/ U=-0.15, the calculation is performed in a 40-site system.
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FIG. 9. (Color online) Density distribution of a trapped system
for r=0.02U. (a) Attractive interaction U,,. The trap frequency is
Q=1X107U and the number of atoms is 20 for each species. For
attractive interactions, the density distributions of the two species
are identical. For U,=-0.01U (curve I) the system is superfluid.
For U,=-0.11U (curve II) and U;,=-0.21U (curve III), the sys-
tem is in the PSF state. As U;, becomes more negative, the distri-
bution gradually shrinks in size. (b) Repulsive interaction
U,,=0.2U with Q=8 X 107U and 30 atoms of each species. The
red and the green curves correspond to the species, respectively.
The density distribution has a plateau with half-filling in the center
of the trap. The system is in a CFSF state. The two species have
weak interlocked density modulations around half-filling.

of-flight image after an expansion, or the structure factor for
Bragg spectroscopy.

1. Density distribution

Due to the presence of trap, the density distribution is not
homogeneous. We find that PSF can exist at the places where
the local density of each species is less than one atom per site
or equivalently per lattice constant a;. On the other hand,
CFSF can only exist when the local density is exactly 1/2
atom per site.

In Fig. 9(a) we show density distributions for three attrac-
tive interactions U, and a hopping parameter equal to the
one used for Fig. 7. For all attractive interactions, the density
distributions of each species are the same. For more attrac-
tive interspecies interaction, the density distribution concen-
trates near the center of the trap. There is no discontinuous
change in the density distribution when the system goes from
SF to PSF.

In Fig. 9(b) we show the density distribution for
U»,=0.2U. In this case, in the center of the trap, where the
density distribution is constant or has a “plateau,” the system
is in a CFSF state. The plateau is at half-filling consistent
with predictions from a local-density approximation and not-
ing that in Fig. 7 CFSF only occurs at v=1/2. Toward the
edge, where the density is decreasing sharply, it is in a SF
state. The plateau implies that the system is incompressible
in the center. Indeed, as we discussed in Sec. III, the CFSF
phase has a vanishing compressibility of the total density,
related to the presence of a “charge gap” in the CFSF state

[11].

2. Time-of-flight measurement

A widely used measurement technique in the field of ul-
tracold atoms is measuring the density of atoms after a TOF

PHYSICAL REVIEW A 80, 023619 (2009)
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FIG. 10. (Color online) Density distribution after a time-of-
flight expansion. We assume 87Rb atoms and use an expansion time
of 0.03 s. The hopping energy is =0.02U. (a) For attractive inter-
action Uj,, we show the TOF expansion of a SF state at
U;»=—-0.01U (red line) and of a PSF state at U;,=-021U
(green line). The two curves correspond to the expansion of the
densities shown as curves I and III in Fig. 9(a). The trap frequency
is O=1X107U. (b) For repulsive interaction, we show a TOF
expansion of a SF state at U;,=0.01U and of a CFSF state at
U,,=0.21U. The trap frequency is Q=8 X 107U.

expansion. The 1D optical lattice potential and the harmonic
trap are abruptly turned off at time 7=0 and the atoms ex-
pand freely afterward. We calculate the density at time 7,
according to

ny(x,T) = (cZ(x, T)c,(x,T)) (32)

with a=1,2. The operators c,(x,T) are related to the lattice
operator b, ; according to

N
b (x,T) = >, wix— r;,T)b, (33)

j=1

where w(x,T)=\d/\2mwA(T)* exp{-x?/[4A(T)*]} describes
the free expansion from the initial Gaussian wave function of
an atom in a lattice site and A(T)?=d*+iTh/(2m). The pa-
rameter d is the width of the initial Gaussian state and m is
the atomic mass. The density distribution n,(x,T) is then
given by

N
ne D)= 2wy Dwr =, GG 1jo).

J1d2=1

where G(j,,/,) is the single-particle Green’s function. In Fig.
10 we show examples of TOF expansions of PSF, CFSF, and
SF orders. For the SF phase, we find a strongly peaked in-
terference pattern, reflecting the single-particle quasi-long-
range order. For both PSF and CFSF phases, the TOF density
shows a broad Lorentzian distribution, which is due to the
exponential decay of the single-particle Green’s function.

3. Feshbach ramp

In order to detect the superfluidity of pairs, we consider
applying a Feshbach ramp to pairwise project the atoms onto
molecules formed by one atom from each species, which is
similar to detection of fermionic pairs in the BCS regime [4].
In those experiments, a fast ramp across a Feshbach reso-
nance was used, followed by a time-of-flight expansion. The
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FIG. 11. (Color online) Density distribution of molecules after
time-of-flight expansion of state IIT in Fig. 9(a). The expansion time
is 0.03 s. We assume two hyperfine states of 87Rb. These are con-
verted into Feshbach molecules at 7=0 via a fast ramp across a
resonance. We assume a complete conversion. The strongly peaked
interference pattern of molecules indicates the presence of a quasi-
condensate of pairs. For comparison, we also show the TOF expan-
sion of atoms in the PSF phase for the same parameters. The broad
Lorentzian distribution demonstrates the absence of single-particle
SE.

density distribution of the molecules showed the superfluid-
ity of fermionic pairs. We propose a similar detection for
bosonic pairs in PSF.

To give a simple estimate of a TOF image after a Fesh-
bach ramp, we imagine that bosons of different species on
the same lattice site are converted into molecules. This leads
to the replacement b, b, ;— M, where M; is the molecule
annihilation operator. A TOF density of the molecules at po-
sition x and time 7 is given by

N
l’lM()C,T) = E W*(X - }“jl,T)W()C - rj27T)Rs(jl’j2)~
J1ao=1

(34)

In the expanding wave function w(x,T), the mass m is re-
placed with the mass of the molecule. We assume the same
initial width d. In a more realistic estimate, the conversion
efficiency to molecules would not be 100%, but approxi-
mately given by the square of the overlap of the molecular
wave function and the single-atom wave functions. This
leads to a reduced signal. The spatial dependence, however,
remains the same. In Fig. 11, we see an example of the
density of molecules after TOF and, for comparison, the
atomic density after TOF for the PSF state. The strongly
peaked molecular distribution indicates the quasicondensate
of the bosonic pairs. The single-atom density is a broad
Lorentzian distribution, indicating the absence of single-
particle SF.

4. Bragg spectroscopy

To detect the presence of CDW order, one can use Brag
spectroscopy [30,31]. The quantity that is measured in those
experiments is either the dynamic or the static structure fac-
tor. Here, we calculate the static structure factor S,(k) for
species a=1,2. It is defined as
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FIG. 12. (Color online) Structure factor at filling »=0.3. For
U;,=-0.01U the system is in the SF regime (dashed line) and for
U,,=-0.07U the system is in the PSF regime (continuous line).
Cusps at |k|=27v only occur for U;,=—0.07U indicating the coex-
istence of CDW with PSF order.
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For wave vectors k near twice the “Fermi wave vector”
kp, the structure factor S(k)~||k|—2kg|'"%cow  with
acpw=2-Ks—K, [11]. In our system, K¢+K, is always
larger than 1 and, thus, 1—acpy is positive. Consequently,
the structure factor does not diverge. In the CDW regime
with K¢+ K, <2 the power 1 —acpy, however, is less than 1.
This gives S(k) cusps at =2k, when CDW quasi-long-range
order is present. In Fig. 12 we show examples of S(k) for a
case with and without CDW.

5. Bragg spectroscopy preceded by a /2 pulse

To detect CFSF order, we propose the following detection
method. It applies to the case that the mixture is composed of
atoms in different internal states rather than different atomic
species [33]. First, we apply a 77/2 pulse, which transfers the
atoms into the superpositions by, ,;—b. ;=(b;;*by,;)/\2.
We then measure the structure factor, which now corre-
sponds to the Fourier transform of the density correlations
R, (i,j)=(ns ns )=(ns Xn+ ;). In terms of the original

_S,®
___FTof Ra

FIG. 13. (Color online) Structure factor S, (k) (blue line) after
applying a 7/2 pulse in the CESF phase. The quasicondensate of
antipairs generates an algebraic peak at k=0. The peak also appears
in the Fourier transform of the antipair correlation function
R,(i,j)=(b] b2 b5 by ;) (red dashed line).
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by, operators these density correlations are given by
= i((nl,i + nz,i)(nl,j + nz,j)> - :T((nl,i> + <n2,i>)(<nl,j>
+(ny ) + %<b;ib2,5b§,jb1,j>~ (36)

The last term in the above equation is the correlation func-
tion R,(i,j) of the order parameter of CFSF, b, bT In Fig.
13, we show the structure factor S, (k), the Fourler transform
of Eq. (36), as well as the Fourier transform of R,(i,;). Both
S,(k) and the Fourier transform of R,(i,j) have a cusp
around k=0. The cusp is due to the long-range correlations
of the antipairs in the CFSFE. The two functions are nearly
identical near k=0, indicating that the momentum distribu-
tion of antipairs can be measured by determining the struc-
ture factor S, (k).

Rnt(i’j)

V. SUMMARY

We have studied ground-state properties of one-
dimensional Bose mixtures in an optical lattice using both
the Tomonaga-Luttinger liquid theory and the time-evolving
block decimation method. We first discussed the zero-
temperature phase diagram in a homogeneous system at dif-
ferent filling fractions and different parameter regimes. We
have shown that 1D Bose mixtures in an optical lattice can
have quasi-long-range orders that include superfluid, paired
superfluid (PSF), counterflow superfluid (CFSF), and Mott
insulator. We also found that each type of superfluid order
can coexist with charge-density wave (CDW) order and that
in both PSF and CFSF phases single-particle superfluidity
(SF) is absent.

In addition, we discussed ways of realizing and detecting
these phases experimentally. We propose using a Feshbach
ramp to probe the momentum distribution of pairs in the
PSF, which shows signatures of the quasicondensate of pairs.
To detect the CFSF for a mixture composed of two atomic
hyperfine states, we propose to measure the static structure
factor by using Bragg spectroscopy preceded by a /2 pulse.
A sharp peak in the structure factor was shown to be domi-
nated by the contribution from the momentum distribution of
antipairs in the CFSF phase. Finally, we suggest to detect
CDW order with Bragg spectroscopy.
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APPENDIX: TEBD METHOD FOR TWO-SPECIES
MANY-BODY SYSTEMS

In this appendix, we briefly review the time-evolving
block decimation (TEBD) method [14] used in Sec. IV and
explain an efficient way to apply the TEBD to a two-species
Bose-Hubbard model. We use the number-conserving ver-
sion of the TEBD method [15].

The TEBD determines the ground state via an imaginary
time evolution for one-dimensional (1D) quantum lattice sys-

PHYSICAL REVIEW A 80, 023619 (2009)

tems. In this method the Hilbert space H is decomposed as

H=®) H,. (A1)

Here, [ refers to the /th lattice site, M is the number of sites,
and H; is the local Hilbert space at site / with local dimen-
sion d, independent of . Any state | V) in H is represented as

d
W= X oy g ol L) (A2)
T2 - im=1
In the TEBD algorithm, coefficients Cjpign iy ATC decom-
posed as
X1 X2 XM-1
[y
Crpniy = 2 2 2 Tl
a=1 ay=1 ay_1=1
X)\[l]rgliz)\g] Eﬁ"l 2]1‘*5"’ lgM_ )\[aM l]FEerlM'
192 2 M-2 M-2M-1 M-1 M-1
(A3)

The variables )\[Cfl] and y; are the Schmidt coefficients
and rank of the Schmidt decomposition of |¥)
with respect to the bipartite splitting of the system into
[1,...,0=1,1]:[I+1,1+2,...,M],

W) = 2 )\[l] 111]>|(D[1+11+2 M]>'
a=1

(Ad)

We take )\U] > )\U] for all a<<pg. In one dimension, the rank X,
at the center of the system must be on the order of ¢ i
order to express arbitrary states. However, since it is empiri-
cally known that the Schmidt coefficients )\E] decrease rap-
idly with index « for the ground and the low-lying excited
states, we set x; to a relatively small number y for all /.

To efficiently simulate the two-species Bose-Hubbard
model [Eq. (1) in the main text], we map it onto the one-
species Hamiltonian

2N-2 2N

U
=—f2(bb1+2+HC)+U122 i+ E”z("z 1),
odd 1

(A5)

where N is the number of sites in the original two-species
Hamiltonian. In this one-species Hamiltonian, there are 2N
sites, each of which is indexed by I. The odd sites / corre-
spond to species 1 and the even sites to species 2. Hopping
between neighboring sites —tb’ bair1 in Eq (1) is mapped
onto a next-nearest-neighbor hoppmg —tb] 1b1yo in Eq. (A5).
Similarly, the interspecies on-site interaction Uj,ny n,; is
mapped onto the nearest-neighbor interaction U,nn,, . This
type of mapping has been successfully applied to treat the
two-legged Bose-Hubbard model [16].

We map the two-species Bose-Hubbard Hamiltonian (1)
onto the one-species Hamiltonian because it reduces the
computational cost dramatically. This cost in TEBD [14]
scales as Md>x>. For the two-species system with N sites we
must define a dimension of the local Hilbert space for each
species, say D. Hence, at each site there are D? basis func-
tions and the cost scales as ND°. On the other hand, for the
mapped Hamiltonian with 2N sites and a local dimension D
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the cost only scales as 2ND3. In our calculation, we set
d=3 for the filling factor »=0.8 and d=5 for v=0.9,1. In
this case, the mapping makes the computation five to ten
times faster.

The imaginary time evolution of any state to the ground
state is given by the repeated application of e™#° on |W¥),
where 6 is a small imaginary time step. To apply this
operator, we first split the Hamiltonian into three parts as
H=H,+Hygo+Hyye', where

N
Hiy= 2 (Uit + Ungyy (g = 1)

m=1

+ Un2m(n2m_ 1)],

dd _ T i
HEOP =-t 2 (by—1bomer + D3ybopar + Hee),
odd m
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hg;n =-1 2 (b;t11—1b2m+1 + b;mb2m+2 + HC) . (A6)

even m

Subsequently, we use the second-order Suzuki-Trotter expan-

sion to decompose e~ #? as

. . - 70dd .even - yodd .
~iHS _ ,=iHiy 82 ,=iHy, 52 e—,He 8 —~iHpC 812 o~ Hin2 4 o( 53)‘

e hop “e hop
(A7)
. .,0dd . fyeven
Each of the operators e Him®2 ¢ ithoyd2 and e iHhop o

can be decomposed into a product of two-site operators,
which can be efficiently applied to the matrix product state
|W) [14,17,32]. We use swapping techniques to apply

82 iH s

. y0dd
the next-nearest-neighbor operators e #hop?? and e~ *#hop

[17,32,33].
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