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We present a numerical study of the ultrafast ionization dynamics of H,* exposed to attosecond extreme
ultraviolet (xuv) pulses that goes beyond the Born-Openheimer approximation. The four-dimensional, time-
dependent Schrodinger equation was solved using a generalization of the finite-element discrete-variable-
representation/real-space—product technique used in our previous calculations to include the dynamical motion
of the nuclei. This has enabled us to expose the target to any polarized light at arbitrary angles with respect to
the molecular axis. Calculations have been performed at different angles and photon energies (fw=50 eV up
to 630 eV) to investigate the energy and orientation dependence of the photoionization probability. A strong
orientation dependence of the photoionization probability of H,* was found at a photon energy of fiw
=50 eV. At this energy, we found that the ionization probability is three times larger in the perpendicular
polarization than in the parallel case. These observations are explained by the different geometric “cross
sections” seen by the photoejected electron as it leaves the molecule. This ionization anisotropy vanishes at the
higher-photon energy of Zw=170 eV. When these higher-energy xuv pulses are polarized perpendicular to the
internuclear axis, a “double-slit-like” interference pattern is observed. However, we find that the diffraction
angle only approaches the classical formula ¢,=sin"!(n\./R,), where n is the diffraction order, \. is the
released electron wavelength, and R is the internuclear distance, when n\. becomes less than 65% of R.
These results illustrate the possibility of employing attosecond pulses to perform photoelectron microscopy of

molecules.
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I. INTRODUCTION

Attosecond xuv pulses generated in atomic gases or on
surfaces by high harmonics have attracted considerable at-
tention in atomic, molecular, and optical (AMO) physics in
recent years [ 1-3] and currently form a very active branch of
high-field physics [4]. They enable researchers to observe, in
real time, numerous ultrafast processes in nature, including
pumping atoms and molecules to initiate Auger decay [5]
and atomic electron tunneling [6], as well as probing these
systems to explore intra-atomic electron correlations [7],
electron tunneling between molecular centers [8], and map-
ping of molecular wave packets [9]. Furthermore, attosecond
xuv pulses can be used to steer electron-wave packets [10]
and to enhance high-order harmonic radiation [11]. To gain
better control of imaging these ultrafast processes with in-
tense attosecond xuv pulses requires a quantitative under-
standing of the dynamical response of atomic and molecular
targets to such nonperturbative electromagnetic field
interactions.

Full-dimensional quantum calculations have been con-
ducted for one-, two-, and many-electron atoms exposed to
intense optical and/or xuv pulses [12-15]. In contrast to the
atomic cases, full-dimensional molecular responses to such
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nonperturbative pulses that describe all electronic and
nuclear degrees of freedom on an equal footing have not as
yet been performed, even for the simplest molecular system
H,*. Treatments to date have been divided into two groups
[7,16-19]: First, application of the Born-Oppenheimer (BO)
approximation, in which the nuclear and electronic motions
decouple, allowed us to calculate full electron wave func-
tions at a series of fixed-nuclear positions. Averaging over
the nuclear wave functions produced the characteristics of
vibration and dissociation. Second, restricting the dimension-
ality of the electronic motion made possible full coupling to
the nuclear movement. In addition, classical Monte Carlo
approaches [20], in which all degrees of freedom are treated
fully dynamically, do exist. Prior to this study, the most so-
phisticated quantum calculations that involved nuclear vibra-
tion used a three-dimensional (3D) model [21-23] for in-
tense field-molecule interactions, which describes the two-
dimensional (2D) electronic motion in the cylindrical
coordinates (p,z) (assuming axial symmetry) and the one-
dimensional (1D) nuclear motion along molecular axis R.
This model can only represent linearly polarized pulses par-
allel to the molecular axis because axial symmetry is as-
sumed. In addition to the direct discretization of the multidi-
mensional wave function on a grid, there have been other
methods that use single-center expansions in a spherical-
harmonic basis [24]. However, to obtain fully converged re-
sults, such methods require a very large number of spherical
harmonics, especially for circularly polarized radiation.
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In this paper, we proceed a step further by accounting for
the full 3D electronic and 1D nuclear motion in intense field-
molecule interactions. Nuclear rotation is ignored for being
far too slow with respect to the pulse lengths considered.
Thus, we are left with a four-dimensional (4D) problem
(x,y,z,R). This 4D treatment enables us to consider any po-
larization at any angle (6) with respect to the molecular axis.
These large-scale, 4D calculations become practical only af-
ter applying the finite-element discrete variable representa-
tion (FEDVR) to the four coordinates. The FEDVR method
[25,26] has previously been applied to a number of atomic
and molecular problems with great success. This technique
makes possible a flexible distribution on the grid that main-
tains high accuracy and keeps the number of basis functions
small.

A variety of strong-field problems exist that are well
suited to our 4D code, including H2+ dissociation and ioniza-
tion in circularly polarized intense laser pulses. The example
presented here focuses on the ultrafast dynamics of H," ex-
posed to intense attosecond xuv pulses at different photon
energies and polarization orientations. We found that the at-
tosecond photoionization probability of H," is dependent on
orientation at a photon energy of Aw=50 eV, while such
behavior disappears at high-photon energies (Aw=170 eV).
On the other hand, high-energy photoionization exhibits a
“double-slit-like” interference pattern when the xuv pulse is
polarized perpendicular to the molecular axis. Many of these
observations are directly connected to the de Broglie wave-
length of the ejected electron. This particular application em-
phasizes the 3D character of the electron-field interaction and
depends weakly on the nuclear motion. This example serves
not only to explore interesting orientation effects for ul-
trashort pulses but also to benchmark the 4D formulation
against our fixed-nuclei codes in a regime in which the BO
approximation should basically hold. Our future studies will
examine cases of more severe nonadiabaticity.

This paper is organized as follows: The basic formalism
and numerical implementation are presented in Sec. II. Re-
sults and discussions appear in Sec. III. Section IV contains
observations and concluding remarks. Atomic units A=m
=e=1 apply throughout this paper with lengths in bohr
Apop=5291X 1078 cm, energy in hartrees (27.21 eV), and
time in units of 2.42X 10717 s.

II. FORMALISMS AND NUMERICAL PROCEDURES

The simplest hydrogen molecular ion (H,*,HD*,D,*,...)
forms a typical three-body system as shown by the schematic
diagram in Fig. 1 with the motion of the two nuclei [with
mass and charge (M,,q,) and (M,,q,)] characterized by
their position vectors R] and R) and that of the electron
(m,e) by its position vector r’. Hiskes [27] has shown that
by choosing the center of mass (O) of the two nuclei as the
origin the three-body motion separates into a center of mass
(R¢) and internal (R,r) components, with vectors R and r
representing, respectively, the internuclear distance and the
position of the electron with respect to the center of mass of
the two nuclei. After several algebraic manipulations, the
total kinetic energy operator can be expressed as
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FIG. 1. (Color online) The schematic diagram of a hydrogen
molecular ion H,*.
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(1)
with the reduced masses wuy=M M,/ (M+M,), .
=m(M,+M,)/M and the total mass M=m+M,+M,. The
first term describes the independent system center-of-mass
motion.

The Coulomb interaction has the following form:

992 9 4e
IRl |r+uR| [r—wR]’

where w,=M,/(M,+M,) and u,=M,/(M,+M,). Finally,
invoking the dipole approximation, the time-dependent field-
interaction terms become

Vco(R,r) = (2)

M,-M
V(R,r,f)=- ———2eE(1)-R
M+ M,

m
+<1 +—>eE(t)-r (3)
m+M;+M,

in the length gauge. For a homonuclear species like H," and
D,* the first term in Eq. (3) vanishes. The electron-nuclei
coupling mediates the energy transfer from the field to the
nuclei. Since we neglect the system center-of-mass motion,
we are left with the following time-dependent Schodinger
equation (TDSE) for the internal dynamics of an intense
field-driven hydrogen molecular ion:

17
iE\I’(R,r;t) =[K+Ve+ V]V R,r;0), (4)

where K consists of only the second and third terms in Eq.
(1). This equation constitutes a complete six-dimensional
(6D) TDSE with the field-free molecular Hamiltonian given
by H, 0=K + Vc.

The ability to align molecules with strong laser pulses has
witnessed significant progress in recent years [28]. In addi-
tion, the cold-target recoil-ion-momentum spectroscopy
(COLTRIMS) technique is capable of measuring complete
molecular fragmentation at any fixed configuration relative
to laser polarization [29]. Under these circumstances, the
nuclear rotation effects can be neglected and the 6D TDSE
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can be reduced to four dimensions, consisting of the full 3D
electronic motion and the 1D nuclear vibration. In Cartesian
coordinates the final 4D TDSE has the form

P
i&—t‘l’(x,y,z,R;t) =[K+Vc+VV(x,y,z,R;0).  (5)

To solve the above Schrédinger equation [Eq. (5)], we
employed the FEDVR method to span the 4D Cartesian co-
ordinate space. Combining the FEDVR with the real-space—
product algorithm [30], we have developed a parallelized
multidimensional time propagator, whose implementation
details appear elsewhere [26]. Representative examples of
3D applications to spatially extended systems include (1)
attosecond pump-probe of He atoms [7], (2) circularly polar-
ized strong-field interactions with molecules [7,16], (3)
electron-Rydberg atom collisions and Coulombic three-body
interactions [31], and (4) Bose-Einstein condensates [32].
With the FEDVR method, we distribute grid points naturally
following the potential gradient. Along the laser polarization
direction, we have generally used several hundred finite ele-
ments, with a four-point basis within each element. The size
of each finite element increases outward from the vicinity of
the nuclei. The smallest spatial grid is about ~0.07 bohr,
which yields a total number of points of ~3X 10° and re-
quires a time step of the order of ~5X 10~ a.u., Such large
spatial grids guarantee that 99.9% of the wave packet resides
within the computation box at the end of the calculation,
although absorption boundaries are still employed to avoid
unphysical reflections [33]. For parallelization, we have ap-
plied a 2D spatial decomposition within the MPI scheme.
This 4D code displays nearly linear scaling up to ~1600
processors on supercomputers for such large-scale calcula-
tions. For attosecond photoionization of H," presented here,
each calculation takes about 15 h using 480 processors on
the Coyote supercomputer (AMD dual core processors) at
Los Alamos National Laboratory.

III. RESULTS AND DISCUSSION
A. Ground state

As an initial condition, we choose the ground state of 4D
H,* determined using imaginary time (IT: t—i7) propaga-
tion of Eq. (5). Under the transformation to imaginary time,
an initial arbitrary wave packet will evolve into the un-
normalized ground-state wave function for long propagation
times. As shown in Figs. 2(a) and 2(b), the total system en-
ergy and the expectation value of the internuclear distance
(R) approach Ey=-0.5872 a.u. and (R)=2.0248 a.u., re-
spectively. The errors are within =1.3% of the analytical
values of E,,,;=—0.59243 a.u. and (R)=2.0 a.u. [34]. Finally,
the ground-state probability density is plotted in the x-y
plane and the x-R plane in Figs. 2(c) and 2(d) with the mo-
lecular axis along the x axis.

B. Photoionization anisotropy

We considered attosecond xuv pulses linearly polarized in
the x, y plane, at any angle # with respect to the molecular
axis R (along the x axis). The case of #=0° (6=90°) corre-
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FIG. 2. (Color online) The ground state of 4D H," obtained
from imaginary-time propagation: (a) the system energy as a func-
tion of propagation time, (b) the expectation value of internuclear
distance (R) versus propagation time, (c) the probability density
profile on the x-y plane, and (d) the probability density profile on
the x-R plane.

sponds to the laser polarization parallel (perpendicular) to
the molecular axis. In Figs. 3—7 we present results for a xuv
photon energy of Aw=50 eV. As shown in Fig. 3, the xuv
pulse has a sin? envelope with a pulse duration of 500 at-
toseconds (asec) and a field strength of 0.53 a.u.
(10" W/cm?).

With time-dependent calculations, we can trace the dy-
namics of the field-molecule interaction in great detail. For
example, we can monitor the ground-state population change
during the pulse interaction. The results appear in Fig. 4 for
the three cases considered: parallel (#=0°) (red dashed-
dotted line), perpendicular (#=90°) (blue dashed line), and
“tilted” (#=45°) (green solid line). We have used the same
grid parameters for all three calculations. The ground-state
populations adiabatically follow the field variation, but with
a doubled frequency because both positive and negative os-
cillations of the field deplete the ground state in the same
way. At the end of the xuv pulse, we observe three times
more ground-state depletion from the perpendicular as com-

0.6 T T T T

0.4

0.2

Field strength (atomic units)

—0.6 | | | |
0.0 0.1 0.2 0.3 0.4 0.5

Time (fs)

FIG. 3. (Color online) The concerned xuv pulse has a photon
energy of Aw=50 eV, a peak field strength of Ey=0.53 a.u., and a
pulse length of 7=500 asec with a sin? envelope.
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FIG. 4. (Color online) The time-dependent ground-state popula-
tion of H," driven by attosecond xuv pulses (Aw=50 eV) polarized
in parallel (red dashed-dotted line), in perpendicular (blue dashed
line), and “tilted” §=45°) relative to the molecular axis in the x, y
plane (green solid line), respectively. A strong orientation depen-
dence of the ground-state depletion is observed.

pared to the parallel orientation, with the tilted (6=45°) case
lying in between. An examination of the history of the popu-
lation depletion shown in Fig. 4 indicates that the release of
ground-state population occurs in a similar fashion for the
three cases (similar population “dips”) but that the “rescat-
tering” of the wave packets driven back over the molecular
potential by the field behave in a dramatically different fash-
ion. In the parallel case, the wave packets driven back by the
field recombine mostly to the ground state, as indicated by
the higher-population peaks. In contrast, the returning wave
packets in the perpendicular configuration scatter mostly
away from the ground state, as shown by the continuously
dropping population peaks (blue dashed line).

To better understand such an orientation dependency, we
calculated the total energy change ((Hy)—E,) during the
pulse interaction. Figure 5 shows the results for the three
cases. The perpendicular orientation considerably facilitates
an energy exchange between the field and the molecule,

4 T T T T
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— xyd5° h
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FIG. 5. (Color online) The molecular system’s energy change
[(Hy)—E,] during the attosecond pulse interaction (Aw=50 eV),
for parallel polarization (red dashed-dotted line), perpendicular po-
larization (blue dashed line), and 45°-tilted polarization relative to
the molecular axis in the x-y plane (green solid line), respectively.
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FIG. 6. (Color online) The electron probability densities of H,*
at the end of the attosecond xuv pulses (Aw=50 eV) for (a) parallel
polarization and (c) perpendicular polarization. The corresponding
momentum distributions of the ejected photoelectrons are shown in
(b) and (d), respectively. The ionization probability is three times
higher for the perpendicular polarization than that of the parallel
polarization.

yielding more than three times energy absorption than the
parallel (#=0°) case. Greater energy absorption at #=90°
implies a larger excitation/ionization probability, which is
consistent with the larger ground-state depletion seen in Fig.
4.

Snapshots of the probability density in the x, y plane of
configuration space are plotted in Figs. 6(a) and 6(c) at the
end of xuv pulse for #=0° and 90°. The corresponding ion-
ization momentum distributions are shown in Figs. 6(b) and
6(d), respectively. By integrating the electron probability in
regions larger than ~5 a.u. away from the molecular center,
we find, not unexpectedly, that the ionization probability be-
comes more than three times higher in the perpendicular than
in the parallel case. This observed ionization difference be-
tween orientations appears independent of the xuv pulse in-
tensity. Overall, the ejected electron momentum spectrum

y (atomic units)
Py, (atomic units)

|
10 20
x (atomic units)

|
20 -10 O

P, (atomic units)

FIG. 7. (Color online) (a) The pulse-ending snapshot of electron
probability density of H," for the case of tilted polarization (¢
=45°) with respect to the molecular axis (x axis); (b) the corre-
sponding photoelectron momentum distribution in the x-y plane. It
is noted that the ejected photoelectron peaks off the polarization
axis, which is a result of the orientation dependence of the attosec-
ond photoionization of H,*.
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peaks at values that conserve the energy for single-photon
absorption, i.e., iw—I,=Ex~20 eV. Although electrons are
ejected in line with the xuv pulse polarization for these two
cases, slightly different features arise. For example, small-
amplitude features appear at large angles in the parallel case
[Figs. 6(a) and 6(b)], which may be associated with the field-
driven wave packets from one center to scatter on the other.
This feature is absent in the perpendicular case although the
more extended distribution in the momentum spectrum may
mask weak scattering signatures.

The orientation dependence of H,* photoionization ob-
served above has a consequence for a generally tilted pulse
polarization in that the directions of the electron ejection and
the xuv polarization can differ. To illustrate such a situation,
we have plotted probability density snapshots in Fig. 7(a) for
the case of #=45° as well as the corresponding ionization
momentum spectrum [Fig. 7(b)]. Instead of aligning with the
xuv polarization direction, the probability density for the
ejected electron now peaks at §=82°. The linearly polarized
field (#=45°) can be equally decomposed to x and y compo-
nents, for which the y-component field induces more ioniza-
tion than the x component. Thus, the overall ionization wave
packets tend to “bend” to the y axis. This ionization aniso-
tropy found in the xuv regime appears opposite to that ob-
served in a recent experiment on molecular tunneling ioniza-
tion anisotropy in H, for intense optical fields [19,35], which
found slightly more (~30%) ionization in the parallel orien-
tation. We have performed temporal 4D calculations for HD*
in the optical few-cycle regime, which behaves similar to the
experimental trend [19,35]. In the optical regime, the ejected
electron has a wide range of energy from a few eV to a few
hundred eV due to the multiphoton/tunneling ionization by
the intense field. Very low-energy electrons have de Broglie
wavelengths much larger than the molecular size and show
no directional preference. On the other hand, for high-energy
electron ejections, the ionization along the parallel polariza-
tion direction slightly dominates. Therefore, the overall tun-
neling ionization, given by the sum over all electron spectra,
shows a less dramatic anisotropy than for single-photon ion-
ization in the xuv regime.

To gain further insights into the orientation dependence,
we observe that for a photon energy of Aw=50 eV, the
ejected electron (Ex=20 eV) has a de Broglie wavelength
of \;=5.2 a.u., more than twice the internuclear distance.
Therefore, for the perpendicular direction (y axis), an elec-
tron (wave packet) driven back by the field cannot distin-
guish between the two molecular “scattering” centers and,
consequently, experiences a much larger combined geometri-
cal cross section for rescattering, as compared to the case of
parallel polarization. For the latter situation, the returning
electron wave packets always encounter aligned single-
center rescattering. We should therefore intuitively expect a
more extended momentum distribution for perpendicular po-
larization. To characterize the extent of the momentum dis-
tribution, we take as a measure the angular spread @, esti-
mated by the angle at which the probability drops to 1/e of
its peak value. We find for perpendicular polarization that
@ =35°, certainly exceeding the ®=24° for parallel polar-
ization [see Figs. 6(b) and 6(d)]. A large cross section for
rescattering essentially facilitates the efficient photon absorp-
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FIG. 8. (Color online) The xuv pulse with a photon energy of
hw=170 eV, a peak field strength of ~3.76 a.u., and a pulse
length of 7=250 asec.

tion, thereby resulting in more ionization. If the above expla-
nation is correct, such an orientation dependence of molecu-
lar photoionization should disappear once the photoelectron
de Broglie wavelength decreases (increasing 7iw) since once
the photoelectron can distinguish each scattering center, the
rescattering takes a uniform distribution. To test this hypoth-
esis, we have performed calculations at Aw=170 eV for
both perpendicular and parallel polarizations. The 250-asec
xuv pulse is plotted in Fig. 8. To have a noticeable ionization
probability, we now increase the peak-field strength to 3.76
au. (5X1017 W/cm?).

The results are shown in Figs. 9 and 10, respectively, for
the ground-state depletion history and the total system en-
ergy change. From Fig. 9, we see that the final population
left in the ground state is roughly similar for both situations,
although the parallel polarization results in slightly higher
ionization probability. A similar conclusion emerges from the
field-molecule energy exchange as shown by Fig. 10.

Finally, we plot the probability density snapshots in Figs.
11(a) and 11(c) for the parallel and perpendicular polariza-
tion cases as well as the corresponding momentum distribu-
tions of ionized electron wave packets in Figs. 11(b) and
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FIG. 9. (Color online) The time-dependent ground-state popula-

tion of H," driven by high photon-energy attosecond xuv pulses
(hw=170 eV), whose polarizations are either parallel (red dashed-
dotted line) or perpendicular (blue dashed line) to the molecular
axis.
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FIG. 10. (Color online) The molecular system’s energy change
[(Hy)—E,] versus the interaction time (Aw=170 eV), for both par-
allel polarization (red dashed-dotted line) and perpendicular polar-
ization (blue dashed line).

11(d). We find that the ionization probability, obtained from
integrating over regions of r>5 a.u. from the molecular
center, is roughly the same for these two cases. Namely, the
dramatic orientation dependence of H," photoionization, ob-
served at a low-photon energy of Aw=>50 eV, disappears at
hiw=170 eV. The total ionization probability can be inferred
from one minus the final population (Pgg) left on the ground
state. From Fig. 9 we observe the similar values of Pgg for
both parallel and perpendicular cases. Thus, the ionization
probability does not show the orientation dependence at
higher-photon energies. Once again, this is because the re-
leased “fast” electron (Ex=~140 eV) now has a de Broglie
wavelength of \,=1.96 a.u., which is slightly smaller than
the internuclear distance. Thus, the released electron can dis-
tinguish the two molecular scattering centers, with the con-
sequences being that the ionization does not depend drasti-
cally on the rescattering direction.

C. Interference effects

We further examine the double-slit-like interference pat-
terns that appear in perpendicular polarization [Figs. 11(b)
and 11(d)]. All of the interference peaks reside within the
momentum circle dictated by energy conservation (Ex=fow
—1Ip). Basically, the photoelectron wave packets released
from each center interfere, producing electrons ejected in
specific directions. This behavior was discussed by Cohen
and Fano almost a half a century ago [36] as well as recently
by Walter and Briggs [37]. This phenomenon has also been
modeled using time-independent methods within the Born-
Oppenheimer approximation [38,39]. Their calculations were
performed at a slightly larger photon energy (Aw=250 eV)
than the one shown in Fig. 11 and were compared with mea-
surements using circularly polarized light [40]. For Aw
=170 eV, our time-dependent results show that the first in-
terference peak appears at an angle of ¢, ~52° relative to
the polarization y axis. Young’s double-slit formula,
R, sin(¢,)=n\. used in time-independent studies [38], pre-
dicts the first peak at ¢p;=75° for the associated photon en-
ergy. Here, R, is the internuclear distance, A, is the de Bro-
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FIG. 11. (Color online) The electron probability densities of H,*
at the end of the attosecond xuv pulses (Aw=170 eV) for (a) par-
allel polarization and (c) perpendicular polarization. The corre-
sponding momentum distributions of the ejected photoelectrons are
shown in (b) and (d), respectively. “Double-slit-like” interference
patterns are observed for the perpendicular polarization case. The
orientation dependence of attosecond photoionization, observed at
hw=50 eV, disappears in this case.

glie wavelength of the ejected electron-wave packets, and n
is the order of the interference peak. To examine the long-
range Coulomb effects, we have freely propagated the wave
packets to large distances (>60 bohr) but still find little
change in the first interference angle.

To resolve the discrepancy between our calculated diffrac-
tion angles and the predictions of the classical formula, we
increased the photon energy of the xuv pulses from %w
=210 to 630 eV and performed a series of calculations
whose results are listed in Table I. We observe that the dis-
crepancy decreases as the xuv photon energy increases.
Above fhiw=350 eV, the classical first-order diffraction
angle (¢,) is exactly recovered from our TDSE calculations.
Two such examples are shown in Figs. 12(a) and 12(b), in
which the electron probability densities are plotted for #iw
~350 eV and w=630 eV, respectively. Interestingly, at

TABLE I. Comparison of the “double-slit” interference angles
of the “classical” double-slit (DS) formula and our TDSE calcula-
tions, as the photon energy (fw) varies.

(fhw) e Classical DS angles (¢,) TDSE angles (¢,)
(eV)  (bohr) (deg) (deg)
170 1.9587 b ~75.3° #, ~052.0°
210 1.7274 b ~58.5° b ~49.5°
250 1.5258 #~50.5° b ~46.5°
300 1.4104 b ~44.1° b ~42.3°
350 1.2955 1 ~39.7° b ~39.9°
430 1.1588 ¢1=34.9° ¢ =34.8°
630  0.9462 ¢ =28.0° ¢ =28.4°
$r~69.1° #,~60.7°
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ATTOSECOND PHOTOELECTRON MICROSCOPY OF H,*
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FIG. 12. (Color online) The electron probability densities of H,*
at the end of the attosecond xuv pulses at perpendicular polariza-
tion, for (a) Zw=350 eV and (b) Aw=630 eV. Different field
strengths are applied to obtain noticeable ionization. Classical
double-slit interference angles are recovered when n\.=65% R, is
satisfied (see more discussions in text).

the highest-photon energy (630 eV), the second-order dif-
fraction patterns appear. The resulting angle (¢,) disagrees,
however, with the classical double-slit prediction (see Table
I), although ¢, remains in good agreement with the classical
formula. These results indicate that the validity of the clas-
sical double-slit prediction requires that n\,=0.65 R,. If the
interference path difference (n\.) becomes comparable to the
internuclear distance R, the paths are no longer independent
and the classical double-slit condition (A <<d where d, the
separation of two slits, is equivalent to R, here) is not satis-
fied. These results could guide the proper choice of photon
energy for attosecond photoelectron imaging.

For the parallel case, the wave packets scattered from
both nuclei also interfere with each other. However, the in-
terference patterns shown in Figs. 11(a) and 11(b) are much
weaker in comparison to the perpendicular case. This may be
attributed to the fact that the wave packets scattered from the
second nucleus have a time delay relative to those from the
first nucleus. While, in the perpendicular case both wave
packets scattered from two nuclei always appear simulta-
neously.

Finally, to have a sense of the energy sharing between the
electron and the nuclei during the attosecond ionization, we
calculated the nuclear momentum spectrum for the wave
packets associated with the ionized electron. The result, pre-
sented in Fig. 13 for the parallel polarization cases with two
different field strengths £=0.53 a.u. and £=0.053 a.u. at
hw=50 eV, shows a transfer of less than ~0.1 eV of pho-
ton energy to the nuclear motion during the attosecond
photoionization process. The higher the field, the less the
energy transferred to the nuclear motion during the photoion-
ization. Note that the same behavior is also seen in the per-
pendicular polarization case.

IV. CONCLUSION

In summary, we have investigated the attosecond xuv
pulse ionization of H,* by numerically solving the 4D, time-
dependent Schrédinger equation. Our results indicate that the
single-photon ionization of H," has a strong orientation de-
pendence at low-photon energies, for which the released
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FIG. 13. (Color online) The nuclear momentum spectrum for the
parallel polarization cases at Aw=50 eV.

electron has a de Broglie wavelength longer than the inter-
nuclear distance. The rescattered electron sees a larger geo-
metrical cross section from the perpendicular direction,
which therefore facilitates more ionization. With increasing
the photon energy, this photoionization anisotropy disappears
due to the fact that the “fast” outgoing electron can distin-
guish the nuclear scattering centers. As a consequence,
single-electron double-slit-like interference patterns emerge
in the perpendicular polarization configuration. A series of
calculations with higher-photon energies have been per-
formed to explore the classical Young’s double-slit condition.
We found that to recover the diffraction angle (¢,) predicted
by the classical Young’s double-slit formula, the identified
condition of n\,= ~0.65 R, needs to be satisfied. Namely,
the electron wavelength must be less than ~65% of the in-
ternuclear distance for the first diffraction angle to be the
same as the classical double-slit prediction, which guarantees
each scattering pathway to be independent. These results
provide an important guide for attosecond photoelectron im-
aging of molecules. While for this study the effects of the
nuclear motion remained small, as evidenced by the similar
results produced from fixed-nuclei (3D) and 4D calculations,
the full capacity of our 4D approach will be explored in the
future by examining in greater detail non-Born-Oppenheimer
effects in intense field-molecule interactions.
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