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The dynamics of an infinite one-dimensional system of hard rods is generalized to include the effects
of a random background. Each rod follows a trajectory which is described by a generalized random
function and when two rods collide they interchange velocities (and trajectories). An exact solution is
obtained for the distribution f, (x, v, t/v’) which is the probability of finding a particle at x with
velocity v at time ¢ that was at x = Q with velocity v’ at t = 0. The most interesting result is that
in the long-time limit p (x, t), which is the probability of finding a particle at x at time ¢ that was
at x =0 at t =0, is of the form ¢ ~ " exp(—«%/#1/2). Thus, the spatial distribution does not become
Gaussian and Fick’s law is not valid. It is suggested that this qualitative behavior might be expected
whenever single-file effects become important and that it is not dependent on the details of the
one-dimensional hard-rod collisions which have been used in the derivation.

I. INTRODUCTION

Jepson' and Lebowitz and Percus?® have obtained
exact solutions for f; (x, v, ¢/v’) (the probability
that a particle that was at x=0 with velocity v’ at
time ¢=0 is at x with velocity v at time ¢) and
bp(x,t) (the probability that the particle initially at
the origin is now at x) for an infinite one-dimen-
sional system of hard rods. In the long-time
limit, p(x, t) reduces to a Gaussian with a diffusion
coefficient given by

D=(1/p)f”vg(v)dv. (1)

where g(v) is the distribution of the initial veloci-
ties and p is the density of the points [if rods of
length @ are used, one gets the same result sim-
ply by using p=p'/(1 - p’a), where p’ is the den-
sity of the rods]. In this paper, a generalization
of this process will be described in which the one-
dimensional dynamics are combined with a ran-
domized background. The exact solutions for
fs(x, v, t/v') and p(x, t) will be obtained. The most
interesting result of this analysis is that, under
rather general conditions, the long-time limit of
p(x, t) is given by

p(x, )= ggym exp{-px*n/(16D1)] 3},  (2)

where D is the diffusion coefficient the particle
would have if it were the only particle in the in-
finite one-dimensional system. It can be seen
from Eq. (2) that the spread in x goes as {!/* rath-
er than #'” and the process cannot be described
by a diffusion coefficient (Fick’s law does not
apply). Although Eq. (2) is derived for a one-di-
mensional system of hard rods, the qualitative
(¢'/%) behavior predicted by this equation probably

8

applies to much more general systems and might
be expected in most physical systems in which
single-file effects are important.

II. LONG-TIME LIMIT

Since the results in this limit are the most
interesting and straightforward, they will be ob-
tained first and the general result will be derived
in Sec. III. The derivation is based on a small
modification of a method that the author used in a
previous paper.® The dynamics of the model are
shown in Fig. 1. The points have a given set
of positions and velocities at /=0 and an ensemble
average over these initial conditions will be taken.
Inthe one-dimensional dynamics studied by Jepsen,
the initial velocities are described by straight
lines (trajectories). From the dynamics of one
dimension it is easy to show that when two points
collide, they simply interchange velocities or, in
other words, the labels of the particles on the
trajectories are interchanged. In the model de-
scribed in Fig. 1 the dynamics of the one-di-
mensional collision is retained, that is, the tra-
jectories simply pass through one another, but
now the path of each trajectory is assumed to be
an independent random function which is described
by the distribution A(x - x’, v, t/v’), where x’ and
v’ is the initial position and velocity. For the case
studied by Jepson

h(x=x', v, t/v")=6(v—v")6(x — x’ = v't). (3)

In this section, only the long-time limit of % is
needed and it will be assumed that in this limit,

(% = %', v, t/v’) ~ (41Dt) /2 e~ (x=xV2 D% g(y)
(4)

where g(v) is any normalized function of velocity.
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8 DYNAMICS OF A SINGLE-FILE

FIG. 1. Diagram showing the dynamics of the system.
When two rods collide, they exchange velocities so that
the trajectories seem to pass through one another. The
kinks in the trajectories result from the interactions
with the random background. The dashed line is a ‘“test”
trajectory with velocity v,.

The dotted line shown in Fig. 1 is a “test”
trajectory with a velocity v, that originates from
the origin (x=0). Since the rods are impenetrable,
every time a trajectory crosses the test trajectory
from the right, the particle number of the rod
immediately to the left and immediately to the
right of the test trajectory will be raised by 1
(assuming the rods are originally numbered con-
secutively and increasing to the right). Similarly,
if a trajectory crosses the test trajectory from
the left the number of the nearest rod on each side
of the test trajectory will be lowered by 1. Thus,
as was first pointed out by Jepsen, the number of
the rod immediately to the right (or left) of the
trajectory at time ¢ will be changed by an integer
amount a (positive, negative, or zero) if the test
trajectory is crossed a more times from the right
than from the left in time ¢. Then, define Ay(v,, t)
as equal to the probability that the number of the
rod immediately adjacent to the test trajectory
with a velocity v, has been changed by an amount
a in time ¢. Define Pg(v,, 7, t) as the probability
that n trajectories which started to the right of
the test trajectory (x >0) end up at time ¢ on the
left (x <vyt). Similarly, define P, for the particles
which start to the left and end up on the right.
Then (for a >0),

A vy, t)= f:PR(vo,n+a, )P, (v,,m,t). (5)

n=0

Although the derivation will be given only for a >0,
it is easy to show that the final result is also valid
for @ <0. These probabilities are ensemble aver-
ages over the initial conditions. To obtain Pg con-
sider the probability Bg(x,) that a trajectory
originates from the position between x, and x,+dx,
where x,>0 and ends up to the left of the test tra-
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jectory at time ¢ (x <v,yt):

vot
BR(xo)dxo=pdx°(4ﬂ'Dt) -1/ f e'(""o)tht dx

B
= pdxo/ﬁf e“"zda, (6)
where
B=(vyt —x,)/2(Dt) "

In Eq. (6), pdx, is the probability that a trajectory
originates in the interval dx,, and the integral is
the probability [in the long-time limit, Eq. (4)]
that the trajectory ends up on the left. Since each
trajectory moves independently of the other tra-
jectories, Eq. (6) applies to each dx, and the
probability that exactly » trajectories start at
x,>0 and end at x<v,! is given by a Poisson dis-
tribution with a mean of

Be= [ Balx)dx,.
o
Integrating by parts
_ Y
Bx=20Dt/1)% [ (v-8)"ap,

where y =v,t/(4Dt)** and

Pe(vg,m, 1) =e %R[(Bg)"/n!]. (7
Similarly
Py(vo,n, t)=e BL[(B,)"/n!], (8)
where
B, =20(0t/m " [ (8=y)e~ap. )
Y

Substituting Eqs. (7) and (8) into Eq. (5) one ob-
tains

@ 5 (E )"'l' o = (E )’l
A (v, t)=’|z=;)e Br (:+ )1 BL nL!

= e-(BR +§")(§n/§z.)a/2 [Z(EREL)‘/Z],(IO)

where I, is the imaginary Bessel function of order
a and for integer a, I(x)=1I_,%).

Now consider Ay(v,, t). This is the probability
that the same particles which were initially to the
right and left of x=0 are now just to the right and
left of x =v,¢. Thus A, is the spatial probability
distribution of the line segment which connects the
two neighboring particles which were initially on
opposite sides of the origin. After long times,
this distribution (with a different normalization)
is the same as p(x, t), because after a long time
the difference in position between the point x=v,¢
and the position of either of its nearest neighbors
is negligible compared to x.
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As't goes to infinity so do By and B, and I(z)
~¢&*/(212)'" where z = 2(BRBL)‘/2. Thus, as t—-

A (t)~ (418, By) " o~(B-B¥H? (11)

It is easy to show that if x/ (4Dt)‘/2=y >€ for any
€, then A(x,t) goes to zero as t becomes infinite.
That is, it is only necessary to consider values of
y for which y «<1. This assumption will be shown
to be self-consistent. Thus we have

Be=20(Dt /1) [ f (v =B)e~8*d

| y(y-a)e-ﬂzdﬁ],

where the first integral equals 3 +3(V )y and since

y <1 the second integral = f(y - 8)dB =3y*. Thus
Br=p(Dt/m)2[1+(VT)y +92]
~p(Dt/m) 2[1 + (VT )y ] (12)
=K(1+a),

where K=p(Dt/m)'” and a=(V7)y «< 1. Similarly,

= K[l - a] . (13)
Substituting Eqs. (12) and (13) into Eq. (11),
Ayx, )= [1/(VETK)] e 7%, (14)

This result is consistent with the initial assump-
tion that ¥ <<1 or x <« (D#)'2, As was shown in the
previous paper,® the integral of A, over all space
(normalization) should be equal to the average
separation between particles, 1/p. Integrating
Eq. (14) over all space shows that this is correct.
Thus at long times the normalized probability
distribution is given by Eq. (2).

III. GENERAL CASE

The system is identical to that shown in Fig.
1 except that now it is known that there is a par-
ticle (and, therefore, a trajectory) at the origin
at t=0 with velocity v’ and the problem is to cal-
culate the probability that this particle is in the
interval between x and x +dx at time ¢ with a
velocity v. The distributions and notation that are
used in this section are summarized: g(v) is the
initial velocity distribution; Z(x - x’, v, t/v’) is the
probability that the trajectory that originated
from x’ with velocity v’ (at ¢=0) is at x with ve-
locity v at t; Ex(x, t/v’) is the probability that the
trajectory that is initially at the origin with veloc-
ity v’ is at x’ >x at ¢,

ER=f dvf h(x', v, tlv")dx’; (15)

x
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E, is defined analogously.

In this section the most important probabilities
will be terms of the type S%, (x, v, t)dxdv which is
the probability of finding a trajectory in the in-
terval between x —dx and x with velocity v at ¢ that
was at x’ >0 at £=0, conditional on the knowledge
that there have been no net crossings at time ¢.
This can be written in the form

Shu= 3 nCaDY(n), (16)

where D%(r) is the probability that » trajectones
have started at x’ >0 and ended up at x’ <x con-
ditional on the knowledge that there have been no
net crossings at time ¢; and Cg(x, v, t)dx is the
probability that a trajectory starting from x’ >0
and known to be at x’ <x at ¢, will be in the inter-
val x -dx, x with velocity v at {. The unconditional
probability that a trajectory ends up in x —dx, dx
that was x’ >0 at t=0, is

Dr(x, v, t)=fmdx'fn Wx=x',v,t/v")g(v")dv’,
0 -0

(17)
and Cg, is equal to
CR = (p/ER)pR ]
where By /p, the probability that a trajectory
started from x’ > 0 and is at x’ <x at ¢, is given by

§R/p=£ dvf pr(x', v, t)dx’.

(18)

(19)

By is the generalized mean of the Poisson distribu-
tion used previously [Eq. (7)]. From Eq. (5),
which was used to derive A,, it is easy to see that
D} is equal to

D(n) = (1/Ay)Px(n)F, (n).

Thus
2, "f? o5 B o3, (B
ppn = 5x(Br)"' 5 (B
=, Z (nn..we R
_PPRA
Ao (20)

Following a similar procedure it can be shown
that

Ski=PPrA/A,, (21)

where 1 refers to the conditional knowledge of one
extra crossing from the right. One can carry out
a similar derivation for terms of the form Sz
which is the probability of finding a trajectory in
the interval x, x+dx at time ¢ that was at x’ <0
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at £=0. One finds that
Sir=pPLA/A,, Sir=pBAs/A_,, (22)

where
o ©
P, = j: dx’f h(x=x', v, t/v")g(v’ )dv’. (23)

The A’s in Eqs. (20)-(22) are given by Eq. (10)
with the mean By given by Eq. (19) with a similar
equation for B .

Now terms of the form S%g (the probability of
finding a trajectory in the interval x, x+dx at
time ¢ that was at x’ >0 at £=0 given that there are
no net crossings) or S}, cannot be obtained in the
same way since no exact conditions are placed on
the trajectories which end up on the same side of the
test trajectory that they start on. However, if a
trajectory with velocity v is in the interval x, x
+dx (on the right of the test trajectory with v,
=x/t) at time ¢ and there have been no net cross-
ings then in an infinitesimal time d7=dx(v - v,) in
the future or past, it will be in the interval dx on
the left and there will have been one extra cross-
ing from the right. That is

Ay(x, t)Skr(x, v, ) =A,(x’, t )Sk, (x’, t")
=ppR(x’, t’)Ao(xI, t’)’ (24)

where x'=x+v,d7, and t'=t +d7. Since all the
terms in Eq. (22) are continuous in x and ¢, Sz
=ppr is just the unconditional probability of find-
ing a trajectory in dx about x that started at x’ >0.
This result might have been anticipated since the
conditional knowledge about the number of net
crossings does not place any restrictions on the
number of trajectories which have not crossed.

In a similar manner it can be shown that

Syrt=pp, . (25)

Having derived these probabilities, the exact
expression for f(x, v, t/v’) can be obtained easily.
Consider the case in which the trajectory initially
at the origin starts off to the right of the test
trajectory (v’ >v,=x/t) and is on the right (x’ > x)
at time ¢{. Then, if at time ¢ there have been no
net crossings by all the other trajectories (with
a probability given by A,) the particle that was
initially at the origin must now be the nearest
neighbor on the right and if there is a trajectory
in the interval between x and x +3dx this particle
must be on it. Thus the contribution to f; for this
case is

3dxn(v't = ) ERA[Skr +S2r + (h/ER)], (26)

where 7 is the unit step function and specifies that
the trajectory starts off to the right, E; [Eq. (12)]
is the probability that the trajectory is still on the

si!i? = PPR ’
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right, A, is the probability that there have been no
net crossings, and the term in brackets is the
probability of finding a trajectory in the interval

%, x+3zdx for these conditions. S%; and S2x are
the probabilities of finding a trajectory in this
interval that was at x’ >0 and x’ <0 at ¢t=0, respec-
tively, and k/Ep is the probability of finding the
trajectory that was initially at the origin in this
interval, conditional on the knowledge that it is at
x'>x at ¢t. Similarly, consider the case in which
the trajectory again starts off to the right, is still
on the right at {, but that there has been one extra
crossing from the right. Then the particle ini-
tially at the origin must be the nearest neighbor on
the left and the term in f; is

3dxn(v't — x) ERA (Sk, +Si.)- (27)

If one carries out the same sort of procedure for
the six other combinations of conditions and then
substitutes from Eqs. (17)-(25) for the S’s, the
final expression for f; is obtained,

fs(%,v,t/v")=p[ER(Aobr +A,b,) +EL(A_ P +Aop,)]
+Ah(x, v, t/v'). (28)

The general result for p(x, t) is obtained simply
from

2 0= [ [ Ao, 1o0gavan. (29)

If the expression for k used by Jepson [Eq. (3)]
is substituted into Egs. (15)-(19) then it is easy
to show that

Eg=1(v't - x),
pr=g(v)n(x - vt), p,=g(v)n(vt - x),

E, =n(x-2't),

x/t
Ba=p [ (x-vig(oian, 0

B, =p f/: (vt - x)g(»)dv.

If these expressions are substituted in Eqs. (28)
and (29) the results of Jepson are obtained imme-
diately.®

Another simplification of Egs. {(28) and (29) can
be obtained if it is assumed that i(x - x', v, t/v’)
=g(v)f(x - x’, t) where, for example, & might be
Maxwellian and f Gaussian with a diffusion co-
efficient D [Eq. (4)]. This form of & would be
valid for times which are long with respect to the
random process and yet still not long enough that
the average displacement of a particle is long with
respect to the interparticle distance. With this
simplification it can be shown that
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p(x, t)=p[24 H(1 - H) +A,(1 - H? +A_,H?]
+Aof (%, 1), (31)

where

B, 0= [ £, ax.

As t becomes infinite, A,=A_,=A, and p(x, ¢)
=pA, which was the limit considered in Sec. II.

IV. RELATIONSHIP TO PHYSICAL SYSTEMS

Although these results were based on the as-
sumption of one-dimensional collisions of hard
rods, the qualitative behavior predicted by Eq. (2)
may have much more general applications. That
is, if the collisions with the random background
occur with a much higher frequency than the in-
terparticle collisions, then it seems reasonable
to assume that the exact details of the interpar-
ticle collisions are unimportant and that the hard-
sphere collisions are only a convenient mathemat-
ical way of preventing the particles from passing
each other. Consider, for example, a gas ina
pore so narrow that the molecules cannot pass
each other. Then the random background would
correspond to the collisions of the gas with the
wall, and D in Eq. (2) could be obtained from the
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equations used to describe Knudsen flow. Another
possible application would be, for example, the
movement of large solute particles through nar-
row water-filled pores. In this case, the random
motion would be the result of the collisions of the
solute molecule with the wall and with the solvent
background. The %4 of the model would correspond
to the solution of the Fokker-Planck equation and
D would be the solute diffusion coefficient if only
one particle were present in the pore.

It would be of interest to test the predictions of
Eq. (2) in some physical system. There is good
evidence foor the existence of pores with a radius
of about 3 A in biological membranes in which
solutes would have to pass single file.* However,
since these pores are less than 50 A long, no
more than one or two molecules would be in the
pore at a time (at normal solute concentrations);
the condition that the distance moved must be
long relative to the intersolute distance could not
be met and any single-file effect would be negligi-
ble.
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