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We consider the correlation function G for two vertical arrows in the same column. We calculate
the critical index v of the correlation length, and we find the scaling relation v = 1 — a/2 is satisfied.
In the decoupling limit, we prove that the correlation length is not determined by the next-largest
eigenvalue. In order to obtain the correct correlation length, it is necessary to integrate over the entire
band of complex next-largest eigenvalues. We argue that this is also the situation in the general case of
the eight-vertex model. Under certain well-defined assumptions, we compute the correlation length of
G . We also calculate the low-lying excitation energies of the X-Y-Z Hamiltonian. In addition to free
states existing for 0 < p < 7, there are bound states appearing in the spectrum for p > m/2. In the
course of our work, we have rewritten the results of Cheng and Wu for the Ising-model correlation
functions in an elegant form, using Baxter’s elliptic-function parametrization.

I. INTRODUCTION

Baxter’s! recent calculation of the partition
function of the two-dimensional zero-field eight-
vertex model has unexpectedly demonstrated that
the critical index « can depend continuously on a
- parameter which appears linearly in the Hamil-
tonian. This violates the naive interpretation of
the concept of “universality.”? Therefore, it is
desirable to check whether the various linear
scaling relations®* between the critical indices
are obeyed, even though naive universality is
violated. In this paper, we compute the critical
index v of the correlation length between two
vertical arrows in the same vertical column. Our
principal conclusion is that the scaling law

v=1-ia t.1)

holds in the eight-vertex model.®

Our procedure is based on the use of the equa-
tions derived by Baxter,! which determine the
eigenvalues of the transfer matrix. Let G be the
correlation function of two vertical arrows in the
same vertical column, separated by R vertices.
There is a well-known argument®” which implies
that the correlation length £ of G is given by

£1==In|A,/A,|, 1.2)

where |A | is the magnitude of the eigenvalues of
the transfer matrix with largest absolute value,
and |A,| is the magnitude of the next-largest eigen-
value. The relation (1.2) is not a theorem, but it

8

has been verified by Fisher and Burford’ for the
Ising model with the transfer matrix used by
Onsager.® It is important to recall that the eigen-
values of Onsager’s transfer matrix are real. The
transfer matrix studied by Baxter® for the eight-
vertex model is not Hermitian, and, in fact, has
complex eigenvalues. In Sec. III, we prove that
(1.2) does not give the correlation length of G in
the decoupling limit (u=3w), where the eight-
vertex model is equivalent to two independent Ising
lattices. There are cancellations resulting from
the various phases of the complex eigenvalues,
which cause the correlation length to be less than
that predicted by (1.2). The correct correlation
length is obtained only when the entire band of
complex “next-largest” eigenvalues are taken into
account.

In Sec. VI we present a physical argument indi-
cating that G, and Cj (the correlation function of
two vertical arrows in the same horizontal row,
separated by R vertices) have the same correla-
tion length. Since Cj does not depend on Baxter’s
parameter V, this argument implies that the cor-
relation length £ of G, will not depend on V. How-
ever, A,/A, explicitly depends on V , which indi-
cates that (1.2) is incorrect. Instead of (1.2), we
find (p<3m)

&l==lInk,, (1.3)

where k, is the modulus of the complete elliptic
integral K, defined by

TK3/K, =2\, (1.4)
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Baxter’s parameters (e.g., A, u,V, a) are dis-
cussed in Appendix A. If (1.2) were correct, we
would have (u<3m)

£t = —In[k,/dn?(K,a/r, k)] . (1.5)

When p.>3m, the situation is more complicated,
and our results for £ are given in (6.17) and (6.18).
The standard argument (1.2), and the correct
answers (1.3), (6.17), and (6.18), yield the same
critical index v, given by (1.1).

There exists a remarkable connection between
the exactly soluble lattice models of classical
statistical mechanics, and the one-dimensional
quantum Hamiltonians of interacting spins 3. The
transfer matrix of the zero-field eight-vertex
model commutes® with a corresponding X-Y -Z
Hamiltonian. Baxter® extended this relation to
the eigenvalues by showing that the X-Y -Z Hamil-
tonian is essentially a logarithmic derivative of
the eight-vertex transfer matrix. The transfer
matrices of the planar zero-field Ising models
(free fermion models) commute!® with corre-
sponding X -Y Hamiltonians with magnetic fields.

In Secs. IV and V, we compute the next-largest
eigenvalues of the transfer matrix of the eight-
vertex model. In Sec. VII we use Baxter’s® rela-
tion between the energy levels of the X-Y -Z Hamil-
tonian and the eigenvalues of the eight-vertex
transfer matrix, to compute the low-lying ex-
citation energies of the X-Y-Z Hamiltonian. The
spectrum consists of two classes of excitations.
The first class consists of “free states,” which
exist throughout the region 0<u<#., The free
states have a two-parameter dispersion curve
(7.8), and have the same qualitative features as
the X-Y spectrum (7.10c). There are two quantum
numbers® (see Sec. II B) corresponding to exact
symmetrics of the X-Y-Z Hamiltonian: »’'=0,1
and v” =0,1. There exist four degenerate free-
state dispersion curves labeled by these quantum
numbers. It appears likely that for fixed values
of v’ and v”, there are two degenerate dispersion
curves, which we label w, =0 and 1. Evidence for
the existence of this degeneracy is encountered in
Sec. IlI, when we examine G, in the decoupling
limit. For p<im, we believe these are all of the
low-lying states.

As u increases past 37, a new one-parameter
“bound-state” curve appears in the spectrum
(7.12), each time a point p=m -w/n (n=2,3,4,...)
is crossed. At the emergence point of a bound-
state curve, it is degenerate with the free state.
As pincreases, the minimum point decreases in
energy and lies below the free-state minimum.
The minima of the bound-state curves increase
withn=2,3,4,... . The bound-state curves go
continuously to the known!! magnon curves (7.13)

of the ferromagnetic Heisenberg-Ising model. The
free states reduce to the known answers in the
X-Y [(7.10c)], and Heisenberg-Ising [(7.10a) and
(7.10b)] limits.

Let us outline the contents of this paper. The
paper has been organized so that the detailed
computations of Secs. IV and V can be omitted
upon first reading. The reader need only note
the results for the next-largest eigenvalues given
in (4.29), (4.33), (5.7), and (5.9).

In Sec. II we review the symmetries!? of the
eight-vertex partition function, and derive the
symmetries of G,. We derive a spectral repre-
sentation for the asymptotic behavior of G in
terms of the next largest eigenvalues of the trans
fer matrix. In Sec. III the correlation function
G is explicitly evaluated in the decoupling limit,
using the known results'® for the Ising-model
correlation functions. We use Baxter’s paramet-
rization to rewrite the Ising-model correlation
functions as integrals over elliptic functions.

In Sec. IV we study Baxter’s! equations. In the
thermodynamic limit, we approximate these sum
equations by a linear integral equation, with a
difference kernel, for the density of the zeros.
This equation can be solved by Fourier transform.
We reproduce Baxter’s! result for the largest
eigenvalue, and then calculate the dispersion
curves for the next-largest eigenvalues (for
p<3m). In Sec. V we extend the work on the next-
largest eigenvalues to the region u>37. In Sec.

VI we use the spectral representation for G to
study its correlation length and extract the critical
index v. Finally, in Sec. VII the low-lying excita-
tion energies of the X-Y -Z Hamiltonian are ob-
tained.

II. SOME GENERAL PROPERTIES OF THE
EIGHT-VERTEX MODEL

A. Symmetries of Partition Function

The zero-field eight-vertex model is defined as
follows. Consider a lattice of M rows and N
columns, with toroidal boundary conditions. Place
arrows on the lattice and allow only those con-
figurations with an even number of arrows pointing
into each vertex. The energies €, =¢,, €,=¢,,
€, =€,, €,=€, are associated with the eight allowed
vertices shown in Fig. 1. The corresponding
Boltzmann weights e~ /*T are denoted q, b, c,d.
Baxter! has shown that it is useful to define

w, =3(c+d), w,=3(c-d),
wy=3(a-b), w,=3(a+b).

If no two vertex weights are equal, and all the
weights are nonzero, then at low enough tempera-
tures
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FIG. 1. These are the eight allowed vertices. With
each vertex is shown one of the corresponding Ising spin
configurations (the other is obtained by reversing all the
Ising spins). The correspondence is defined by the re-
lation: an arrow points up (down) or right (left), if the
two adjacent Ising spins have the same (opposite) sign.

wy> lwy|>w, >|w,| (T<T,, ferroelectric)

or
wy > |lw,|>w,>|w,|. (T<T,, antiferroelectric)

When the temperature is increased, the middle
two w’s cross (7 =T,), and the possible high-
temperature configurations are (when 7> 7))

wy>wy> |w,y|> |,
wy>w, > |ws|> |w,l
Wy >wy > [w,|> |wy
Wy >w, > w,|>|w, .

If, for example, a=b>c,d, thenw,>w, > |w,|>w,
=0 for all temperatures, and there is no critical
temperature.

Fan and Wu'? have derived the symmetry proper-
ties of the eight-vertex model partition function.
There are two types of symmetries. The first
arise from the elementary reflection and bond-hole
symmetries of the model. They show equality
of partition functions of eight-vertex models spec-
ified by different sets of vertex energies. The
eight-vertex models thus related, when both have
real values for the vertex energies, are either
both above, or both below, their respective critical
temperatures. These symmetries are

Zw,, wy,wg,w,)=Z (£w,, £w,, Wy, +w,)

=Z Wy Wy, Wayw,) =2 Wy, ws, wy,w, ).

(2.1a)

The second type of symmetry is the weak graph
(or dual) transformation. The partition functions
related in this case correspond to eight-vertex
models lying on opposite sides of their critical
temperatures, when both have real vertex ener-
gies. For the ferroelectric case the dual trans-
formation is

(2.1b)

In the antiferroelectric case the dual transforma-
tion is

Zw,, wy, e, w,)=Z Wg, Wy, w,,w,).

Zw,, Wy, ws, W) =Z Wy, Wy, ws,w,). 2.1c)

|oo

Together (2.1a)-(2.1c) imply
Zwy,wy, wy,w,) =Z (+w, , tw,, 2w, , 2w,), (2.2)

where i,j,k,l are any permutation of 1, 2, 3, 4.
Hence, it is sufficient to calculate the partition
function in the fundamental (but unphysical) region
(FR) w, >w,>w4>w,>0, in order to know it every-
where.

B. Transfer Matrix

Baxter! considered the transfer matrix T for a
row of N=2» (even) vertices. For a row of verti-
cal bonds in the lattice, let a; =+ or -, if there
is an up or down arrow in column J, respectively.
Let a={a,,..., @y} define the configuration of
arrows on the whole row of vertical bonds. If
a, a’ denote the configurations of two successive
rows, the transfer matrix T is the 2¥ X2 matrix
defined by

8
T =ZexP<'B ; N, €j> ’

where the sum is over allowed arrangements of
arrows on the intervening row of horizontal bonds
and N, is the number of vertices of type j in this
row. Baxter showed that it is useful to consider
the following expression for the transfer matrix:

Ty =Tr§(au a{)}_i_(ozz, o). .. E(am ay),

(2.3a)
where R(a, a') are the 2X2 matrices
4
R(a,a')nl=2w,a{w: AN 9 (2.3b)
=1

and o', ¢, ¢® are the Pauli matrices, while ¢* is the
unit matrix.

The transfer matrix has four obvious invariant
subspaces. These are specified by the quantum
numbers (defined modulo an even integer): v’=0
or 1 if the number of down arrows in each row of
vertical bonds is even or odd, respectively; v” =0
or 1 in the subspace symmetric or antisymmetric,
respectively, with respect to reversing all arrows.

Baxter' found the condition for commutation of
two transfer matrices with different sets of vertex
weights. He proved that

[T(a,b,c,a),T@, b c"d')] =0, (2.4a)
provided
ab/cd =a'b’/c'd’, (2.4p)
(@® +b% = c? = d?)/2ab
=(@'2+b'2~c'?~d'?)/2a’b’. (2.4c)

He introduced the following parametrization of
the vertex weights:
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a: b: c:d=sn(v +n,k): sn(v -n,k): sn(2n, k):
ksn(v +7, k)sn(v - n, k) sn(2n, k). (2.5)

This parametrization has the useful property that
the ratios in (2.4) depend on % and 7, but not v.
Hence, all commuting transfer matrices have the
same values of £ and i, and arbitrary values of
v.
Using (2.3), we compute the adjoint of the trans-
fer matrix

T'(a,b,¢,d)=T(a,b,d,c). (2.6)

Since the transfer matrix is not Hermitian, it can
have complex eigenvalues. The transfer matrix
is, however, normal, since (2.4) shows

[r,T']=0. @.7)

This proves the transfer matrix can be diagonal-
ized, and the eigenfunctions do not depend on v.
Sutherland® showed that the transfer matrix
T(a,b,c,d) commutes with the X-Y-Z Hamil-
tonian
1 N
H=——2— 2 {@ +y)o% 0%y,

+(l=-y)olol,, +A0fof,,}, (2.8a)

when
y=cd/ab, A=(a®+b*~c?-d?)/2ab. (2.8b)

It follows that all transfer matrices corresponding
to the same values of k2 and 7, and arbitrary values
of v, have the same eigenfunctions as the X-Y-Z
Hamiltonian of (2.8). Since H is Hermitian, this
proves that the eigenfunctions of the transfer
matrix form a complete orthonormal set.

The partition function is related to the transfer
matrix by

Z=TrT¥, (2.9)

where M (even) is the number of rows. One can

derive the symmetry relations (2.2) from the

explicit expression for the transfer matrix given

in (2.3). We shall collect these arguments here.
We rewrite (2.6) as

IT(wl,wz,wa,w4)=z(w,, —Wy, We, W,). (2.10a)
Since N is even,
Ty, wy, wg,w,)=T(~w,, —w,, —wg, —w,). (2.10b)
Using the cyclic invariance of the trace, we find
N
Ty, wa, Ws, We) it = Tr II o*R(a,, a}) o*
J=1— T -

=Tw,, =Wy, Wq, Wy) e’ -

(2.10c)

Define
q -(1/4)imo*
e ’

N
v=1II e (1/4)”0’},
J=1

(U_R_U—l)aa' = BZ ‘uaBE(B,Y)‘u:/I&’ ’
Y

then
N
WUTw,,wy,wg,w) U )gyor = Tr II “(UEU-I)aJ aj u™
J=1

=T, ws, Way We)arar «
(2.104)

Additional relations, analogous to (2.10c) and
(2.10d) can be obtained by replacing o* by ¢* or
o*, in the above derivation.

Following Baxter,'* we define

- x X x
P,=0{0%...0%-1,
-_rX X x
P,=030%...0%,

then

(Po T(wpwz’ws,wq)Pe )alu’

T T 0" Rl w

o*o*(Ro*
71 27 -1,%y7 -1 ——(— )“u."é.r

=T, Way Way W, )gior (2.10e)

Equivalence transformations and taking the trans-
pose leave the trace of a matrix invariant. Using
(2.9) and the transformations (2.10), one easily
derives the symmetries (2.2) of the partition func-
tion.

The eigenstates of the transfer matrix lie in
invariant subspaces labeled by v’ and v”. We
shall tabulate the change of v’ and v” under the
transformations given in (2.10). It is useful to
define

¥
c'=11 o34,

i=1

N
c”=1] o¢i=P,P,.

i=1

The operator C’=(-)"", when acting on a state
with an even or odd number of down arrows. The
operator C” = (-)"", when acting on a wave func-
tion which is symmetric or antisymmetric under
the reversal of all arrows. Clearly,

C'TC'=T,
gllzcn =I‘

Let A" V" w,,w,, ws, w,) denote an eigenvalue of
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I(wl,wz,ws,uq) corresponding to quantum numbers
v’ and v”. Using (2.10), we obtain the following
transformation relations (recall » =3N):

’ n
A"V, wa, W, wy)

=AYV g wy, wa w,) (2.11a)
=AYV g wg, wy, w,) (2.11b)
=AY W, wy, wy, w,) (2.11¢)
=(=)""AY TV wy, wg, wa,wy)  (2.114)
= (=)Ao, w,, wy, wg).  (2.11€)

For physical values of the Boltzmann weights
(positive), the transfer matrix is of block diagonal
form, with each of the two blocks (v’ =0 and 1)
containing strictly positive matrix elements. The
Frobenius-Perron!® theorem implies that each
block has its spectral radius as a real positive
eigenvalue. The corresponding eigenvectors are
nondegenerate, and can be chosen to have all
positive components. These eigenvectors cannot
be antisymmetric, so they correspond to v” =0.

Baxter! has considered the transfer matrix in
the fundamental region. Here, the Boltzmann
weight b is negative, so the Frobenius theorem
does not apply. Baxter!':!* has shown that in the
FR there are two asymptotically degenerate eigen-
values of opposite sign, which are largest in
magnitude. These eigenvalues,

Ag,y" =(—)"”lAg,””l

correspond to the quantum numbers v’ =7 and
v"=0,1.

It is interesting to note that in the FR the strictly
largest eigenvalue has sign (=), i.e., it corre-
sponds to v” =r. The asymptotically degenerate,
smaller eigenvalue corresponds to v” =7 +1, To
show this, we use (2.11e) to relate the eigenvalues
in the FR to those in a physical region:

AU (FR)=(=)"'A2"""*"" (physical).

In the physical region, the strictly largest eigen-
value is positive, and the corresponding eigen-
vector is symmetric, i.e., v’ +v”=0. Since v’ =7,
this proves v” =», thus proving our assertion.

In the physical regions corresponding to T<T,,
the two asymptotically degenerate eigenvalues
correspond to the same value of v/, and opposite
value of v”. In the physical regions where T>7T,,
the asymptotically degenerate eigenvalues have
v” =0, and opposite values of v’.

The free energy per site of the infinite lattice
is given by

~Bf = lim lim (MN)™!1nZ.

M—>® N-—»wo

It follows from (2.9) that f is related to the largest

| oo

eigenvalue of the transfer matrix by
—Bf = lim N~ 1n|A na(N)|.

N—>®
Baxter' has calculated the right-hand side in the
FR. Using the symmetries (2.2), this determines
f everywhere.

C. Vertical-Arrow Correlation Functions

Consider the correlation function G between
two vertical arrows in the same column, sepa-
rated by R vertices. In the usual manner,” G is
related to the transfer matrix:

Grlw,,wy,we,w,)=Z"1 Tro* TR (wy,w,, ws,w,)

X g TR, wy,wq,w,).  (2.12)

Using the cyclic invariance of the trace together
with (2.10d), we may also write
Grw,, wy, wg,w,)=Z"* Tro* T® wy, ws,wy,w,)

Xo¥T R, wa,wy,w,).  (2.13)

Using (2.12) together with the transformations
(2.10), we derive the symmetries of G:

Grlw,, wy, wg,w,) =Gg(w,, tw,, tw,, +w,) (2.14a)
=GR(w3,w1’w3)w4) (2.14b)
=(=)RG w4, w g, wy,w,). (2.14c)

Relations (2.10a)-(2.10c) were used to derive
(2.14a). In proving (2.14b), we used the expres-
sion analogous to (2.10d), which is obtained by
replacing o* by o* in its derivation. By using
(2.10e), we proved (2.14c).

Unlike Z, G, cannot be calculated everywhere
from knowledge of G, with w; in the FR. There
exist no symmetries of G, analogous to (2.1b),
relating correlation functions of eight-vertex
models above T,, to correlation functions of
eight-vertex models below T,. It is possible,
however, to compute G, everywhere, from know-
ledge of the transfer matrix with w, in the FR.
For T<T,, this can be done by using (2.12). The
symmetries (2.14) allow us to arrange the argu-
ments of the transfer matrix so that they lie in
the FR. For T>T,, we use (2.13). The sym-
metries (2.14) enable us to place the arguments
of the transfer matrix in the FR.

We wish to study the asymptotic decay of G for
large R. Since the transfer matrix is diagonal-
izable and it commutes with the Hermitian X-Y-Z
Hamiltonian, it has a complete orthonormal set of
eigenvectors. For T<T_, upon introducing the
complete set into (2.12), we find
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G0 =272 3 Kpm(N)lo |0, (N) P

A (N) )R
a7 M
% <A,,,(N) An(N).
We first take the limit M -«, so all matrices re-
main finite dimensional, and A}'"(N) is strictly the
largest eigenvalue. The superscripts denote the
values of v’ and v”.

(2.15)

2 R
(=ro = Tl mlo v (3235

(2.16)

Here, ¢=0or 1, when w,<w, or w, <w,, respec-
tively. All eigenvalues are evaluated in the FR.
For T>T,, we use (2.13) to obtain

=rFe =3 Kugr@nlo?|

PHL 4L 2(Ay(N) (N)> "
xyprr o (B 5, @)
Again all eigenvalues are evaluated in the FR. The
correlation function in the thermodynamic limit
is
Gr=1lim GY{.
N=e .

The matrix element (5" (N)|o* [¢5"**(N)), be-
tween the eigenvectors of the two asyniptotically
degenerate largest eigenvalues, is not forced to
be zero by symmetry considerations. This cor-
responds to the possibility of the existence of
long-range order below 7,. The matrix element
W5 (N o®py ™ *(N)) vanishes, since o” changes
the evenness or oddness of the number of down
arrows in a row. This corresponds to the absence
of long-range order above 7,. Note that
@5 v (M) o> #| gy Y "(N)) vanish, since both o” and
o * change the symmetry of the wave function.

In the FR, the two exponentially degenerate
eigenvalues A, largest in magnitude, have op-
posite signs. When T# T, there is a band of
complex eigenvalues A ,, next largest in magni-
tude. For N large, these are closely spaced, and
the largest of the band A, is separated in absolute
value from A, by an O(e”) gap. There exist other

o I 0'2 of a vertex can be specified
by giving the values of the
Ising spins gy, 0y, 03, and
04. The corresponding
Boltzmann weight is

€XD (BJ 10403 + BJ 3050, +

BJ 40105030y) .

FIG. 2. The configuration
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bands of complex eigenvalues, but the eigenvalue
largest in magnitude in each of these other bands
is smaller than A,.

In Secs. IV and V we compute the continuous
complex dispersion curves to which the next-
largest eigenvalues converge as N—~«, Let us
first consider the case u <3m. (See Appendix A
for details of Baxter’s' parametrization.) We
find that for large N, the band of next-largest
eigenvalues should lie O(1/N) from the dispersion
curve:

%z— =k, sn[%z-(@ - ia)] sn[l-:&(fbg - ia)] .
(2.18)

The elliptic functions are of modulus k,, deter-
mined by 7K;/K,=2X. The quantum numbers ¢,
and ¢, lie in the interval [-m, 7).

We expect the matrix elements appearing in
(2.16) and (2.17), which correspond to the two-
parameter dispersion curve (2.18), to be O(1/N).
If in the limit N—~«<, the matrix elements are con-
tinuous in ¢, and ¢,, then the sum over states
can be converted to an integral over the quantum
numbers ¢, and ¢,. Moreover, only the band of
next-largest eigenvalues is expected to contribute
to the leading asymptotic behavior of G, for
large R. When u <37, and R is large, we obtain

(=)**G 5 - (long-range order)

zf_ f_:d¢1d¢2[p1(¢u G25 AT 2)

+(=)®p, (1, da; X, T;8)] (A, /A, )R.
(2.19)

The functions p, and p, are positive and do not
depend on Baxter’s parameter a, since the wave
functions do not depend on @. The i signs indi-
cate above and below T,. Our study of the de-
coupling limit (u =37), in Sec. I, indicates that
there are two dispersion curves of opposite sign'®
contributing to (2.19). This accounts for the (-)®.
Here, A, /A, is given by (2.18).

When p> 37, the situation is more complicated.
There exist dispersion curves lying higher than the
one given in (2.18). These are discussed in Sec.
V, and they correspond to bound states appearing
in the spectrum of the X-Y-Z model. The cor-
relation functions for p <37 and p > 37 are dis-
cussed in Sec. VI. )

Let us also consider the correlation function
Cr between two vertical arrows in a row, sep-
arated by R vertices:

C¥* =z Troso% TY.

In the limit M—«,

(2.20)
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CE" =5 (Mogoglygm (VD). @.21)

Since the eigenvectors do not depend on «, this
proves C{" is independent of a. Using the fact
that the transfer matrix commutes with the X-Y-Z
Hamiltonian of Eq. (2.8), we see that C{"’ is also
the correlation function, in the ground state, be-
tween two spins separated by R sites of the X-Y-Z
model of (2.8). In the thermodynamic limit

Cp=lim C{".

N-—>o

We note that G, and C, correspond to four-spin
correlation functions in the Ising model equiva-
lent'” (see Fig. 2) to the eight-vertex model.

At T=T,, the largest Boltzmann weight equals
the sum of the other three. To be specific, we
consider c=a+b+d. From (2.8), we see that in
this case the transfer matrix commutes with the
Hamiltonian:

1 N
H==52 [0 +1) 0505+ =) 0}03n
, v

-t +Y)0f0inl,

v =d(a +b +d)/ab.

(2.22a)
(2.22b)

At T=T,, C{ is given by (2.21), where ¥, is the
ground-state eigenfunction of (2.22). The Heisen-
berg-Ising Hamiltonian,

N
C(y=1
H =-1(1 m; [o;‘o’;ﬂ +0303u+ (ﬁ) G?U?ﬂ},
(2.23)

is unitarily equivalent to (2.22), where y is still
given by (2.22b). If y; is the ground-state eigen-
vector of H', thenat T =T,

(=YRCH = (py(N)o 3o %l wg(N)). (2.24)

D. Six-Vertex Model

We conclude this section by contrasting the
properties of the six-vertex model'®''® with those
of the eight-vertex model. The six-vertex model
corresponds to the Boltzmann weight d =0. In
other words, w, =w,, which is on the boundary of
the regions discussed in Sec. IIA. The weak graph
transformation (2.1b) and (2.1c), which relates
an eight-vertex model above T,, to an eight-
vertex model below 7,, will not, in general,
transform a six-vertex model into another six-
vertex model. Therefore, in the six-vertex model,
the spectra of the transfer matrix for tempera-
tures above, and below 7,, must be separately
investigated, ‘and are quite different. Above T,
the spectrum does not have a gap, and the cor-
relation function Gy falls off algebraically. Below
T,, the spectrum has a gap, and G decays ex-

ponentially. In the eight-vertex model there is a
gap both above and below T, and G, decays
algebraically only at T,.

From (2.2), we see that the partition function
for the six-vertex model above T, is that of an
eight-vertex model at T,. Furthermore, from the
commutation relation (2.8) of Sutherland,® and
McCoy and Wu,® we directly see that

CR = <¢ol0;0;|¢o>s

where §, is the ground-state wave function of the
Heisenberg-Ising Hamiltonian

(2.25)

1
H=-5 t (05074 +03 04, +ACS0T,,), (2.262)
=1

with
A =(a% +b% - c?)/2ab. (2.26b)

Comparing this with (2.24), we see that even though
the partition function of the six-vertex model above
T, is the same as an eight-vertex model at T,, the
correlation functions are not identical.

From (2.26) we see that the six-vertex model at
T =« corresponds to a Heisenberg-Ising model
with A =+3. For such a Heisenberg-Ising model
the correlation function Cj is expected »of to
vanish. In fact, from the result of Yang and
Yang?® for the ground-state energy per spin (=2f),
we can compute C, =-4(3 f/6A). This is plotted
in Fig. 3, where it is clear that C, vanishes only
at A=1". This failure of all the correlation func-
tions of the six-vertex model to vanish at 7 =«
is clearly unphysical, and is a defect of the model.
This defect is not present in the eight-vertex
model (d#0), since from (2.8b) we see that as
T-», y-1and A-0. Therefore, the Hamil-
tonian (2.8a) degenerates into -320)., 0% 07%,,, and
for this system (Ylo &0 f|y,)=0.

08t

Dot

FIG. 3. Short-range order in the ground state C;(A) of
the Heisenberg-Ising model is plotted against A. We
have used the relation C;(A) =—408f/84, where 2f is the
ground-state energy per spin of the infinite chain (Ref.
20). Note that C;(3) # 0. The short-range order is anti-
ferromagnetic for all A<1. Note (Ref. 20) that 8C{(A)/
8A—~woasA —1",
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III. THE DECOUPLING LIMIT

The eight-vertex model is equivalent'” to two
interpenetrating Ising lattices with nearest-neigh-
bor coupling, interacting with one another via a
four-spin coupling (see Figs. 1 and 2). The Boltz-
mann weights of the eight-vertex model can be
written in terms of the corresponding Ising param-
eters:

a =eB(.r1+.rz+.r4), b=egPl-N-Htiy)
c =eB("1”z‘-’4), d=ePW1-2-9y),

In the decoupling limit (7, =0), the two Ising lat-
tices become independent of each other. In this
case, the correlation function G, between two
vertical arrows in a column, and the correlation
function C, between two vertical arrows in a row,
can be related to Ising-model correlation functions
(see Fig. 4):

Gar =CzR=<V'oo“mz>2,- 3.1)
Gaor+1={Poo b r+1) (Moo Fra1,R) s (3.2)
anﬂ,=<“oou)zn><“-ool-‘-n+1,n+1>- (3.3)

Here, (o L yy) is the correlation function between
two Ising spins, separated by M rows and N col-
umns. The leading asymptotic behavior of

(I oot uy) has been computed by Cheng and Wu'®
for M?+N? large, and J,, J,>0.

Note that (2.21) implies C, does not depend on
Baxter’s parameter «. In the decoupling limit,
G, also does not depend on a, since G, =C,,. At
first glance, this conclusion seems difficult to
reconcile with the expression for G, given in
(2.19). The a dependence of the integrand on the
right-hand side must cancel out upon performing
the integration. This cancellation is possible,
because the eigenvalues are complex. We shall
explicitly exhibit this cancellation.

There is another interesting consequence of
the eigenvalues being complex. A well-known
argument®'? indicates that for large R.

G — (long-range order)~ (A,/A,)F, (3.4)

-
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FIG. 4. The two interpenetrating Ising sublattices are
represented by X’s and O’s. The vertical arrows cor-
respond to the arrows of the eight-vertex model. An
arrow points up (down), if the two adjacent Ising spins
have the same (opposite) sign. The correlation function
between two vertical arrows in the eight-vertex model
corresponds to a four-spin Ising correlation function.
For even separations, in the decoupling limit, the cor-
relation function between two vertical arrows in a col-
umn equals the correlation function between two vertical
arrows in a row. Both are equal to the square of the
corresponding diagonal Ising correlation function.

where A, is the eigenvalue largest in magnitude
among the next-largest eigenvalues, and A is

the largest eigenvalue of the transfer matrix.

The meaning of ~ is that there may be additional
polynomial behavior in R resulting from the ma-
trix elements. In our case, A,/A, depends on a,
since it is given by (2.18), with ¢, = ¢, =n. This
proves (3.4) is incorrect, since G, does not
depend on «. The standard argument fails, be-
cause the cancellations resulting from the varying
phases of the complex eigenvalues cause G to fall
off faster than predicted by (3.4). Even to deter-
mine the leading exponential behavior for R large,
it is necessary to integrate over the entire band
of next-largest eigenvalues.

In the decoupling limit, we can write down the
asymptotic expansion of G, by using the results
of Cheng and Wu!® for the Ising-model correlation
functions. Relating the Ising parameters to Bax-
ter’s elliptic-function parametrization (Appendix
A), we can rewrite the results of Cheng and Wu
in an elegant form. For T<T,,

K2kZ (" [T K
oot s =0 =020 (1 BEE (7 [ a0, 0,00 52 (g, - 0,

x(kzsn 'K'T;z'(¢1+i)\)sn %(¢2+i)\)>p <kzsn£n3—(¢l—ia)sn€l(¢2_ia)> 2N+P] .

For T>T,,

(3.5)

2N+p

g i
(poo“m"”)z%}(l-kg)”“f d¢<k;’=sn-’§1(¢+m) <k§’2sn1—§l(¢—ia)> . (3.6)

-

Here the elliptic functions are of the modulus %k,. In the decoupling limit,
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k, = (sinh28J, sinh28J,)™t, (T<T,) k, =sinh2BJ, sinh28J,, (T>T,).
Then X =7K}/2K, determines A in terms of J; and J,.

Substituting (3.5) in (3.1) and (3.2), we find for T<7T,,
2y/2 _Ifza_k_zz TrT 2 Ky R a2l sn2 1
Gr= (1 - k312 (1+ =23 f ) f Tdgidpynt T2 (- da)[(=)® cos? 2(6, + 6,) +sin® £ (6, + 6,)] (A,/ARR) .
(3.7)
For T >T,, we substitute (3.6) into (3.1) and (3.2), and obtain
K2 T T .
Grr—i (L -leg)l’zf_1r f_”d@ d,[cos? 1(6, ~ 6,)+(=)F sin® 2 (6, = 6,)] (A /A )P (3.8)

We have defined 6, =am[(X,/r) ¢,, k], the modulus

k, being determined by 7K{/K, =\. The dispersion
curve A, /A, is defined in (2.18). Note these ex-
pressions for G, are of the form given in (2.19).

We shall explicitly show that G, does not de-
pend on @. From (3.7) and (3.8), we find

G,y — (long-range order)

i -rpees [ [ d0,d0,000, - 00

xsn“[%z'(dh - ia)] Snm[l—(ﬂz'(% - ia)] ,

(3.92)
ploy = @) =k}sme 2 (g, = 9), (1<T)  (3.90)
p(¢ = ¢,)=1, (T>T). (3.9¢)

The function sn(K, /) has poles at ¢ =27m
+(2n+1)242, and the function sn?(K,$/r) has real
period 27. Since |a|<X in the FR, Cauchy’s theo-
rem allows us to move the integration contour
from the real axes to the lines ¢, + i@ and ¢, +ia
(see Fig. 5). In this way, we find

G,r — (long-range order)
K2 " ™
=2 -kg)l'*’kgﬂf f do,do,
-7 YT
Xp(¢, = P,) sn?F %‘—I)—L sn?® 5-11792- . (3.10)

There is no a dependence in this expression.

We can also explicitly demonstrate that the
correlation length is not given by the next-largest
eigenvalue. From (3.7) and (3.8), it follows that

G - (long-range order) ~k¥. (3.11)

Equation (2.18) shows that k,<A,/A,, so the cor-
relation function falls off faster than predicted by
(3.4). This demonstrates that when the transfer
matrix has a continuous band of complex next-
largest eigenvalues, one must be very careful in
applying the standard argument of (3.4).

-

IV. DETERMINATION OF EIGENVALUES
OF TRANSFER MATRIX
A. Baxter’s Equations

We shall review Baxter’s equations for the
eigenvalues of the transfer matrix. Baxter’s
parametrization of the vertex weights is sum-
marized in Appendix A. Some useful properties
of elliptic © functions are collected in Appendix
B. In the following, we shall use Baxter’s nota-
tion without giving definitions in the text. The
reader should consult the appendices for details.

Baxter has shown that the eigenvalues 7'(v) of
the transfer matrix satisfy the equation

T(v)Q(v)=¢(v +n)Q (v —2n) +¢ (v =1)Q (v +21).
(4.1)
Here
¢(v)=[p0(0) h(v)]", (4.2a)

Q(v):exp(-(%i)vnu/Kk)IrI k(v -v,), (4.2b)
i=1

h(v)=H(v)6(v). (4.2¢)

Recall N =27 is the number of vertices in a row.

Ime¢

- T Re¢

FIG. 5. When there are no singularities of the inte-
grand inside the contour, the integral around it is zero
by Cauchy’s theorem. When the integrand has 27 as a
real period, the two vertical pieces of the contour cancel
each other.
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Also,

v +v’ +r =even integer, (4.3a)
r
K! (éiuK; - Z v,): v" +7 +(even integer).
=1

(4.3b)

One obtains the eigenvalues T'(v) from Eq. (4.1)
in the following manner. Although the function
¢ (v) is known, the function Q (v) is parametrized
by its as yet unknown zeros v,,...,v,. One ob-
tains a set of » coupled nonlinear equations for
the zeros by noting that the left-hand side of Eq.
(4.1) vanishes whenv =v,, (j =1,...,7):

<h(UZ +7) >N=_e-a1r4un/1f,¢
h(vj -1)
T k(v = +20)

x I1 ,
1= (v, =v, =21)

4.4)

Once the zeros are determined from Eq. (4.4),

the function @ (v) is known, and T(v) can be deter-
mined from Eq. (4.1). One should note that if
4n=2m,K, +im,K; , where m, and m, are integers,
then the equations for v, ,...,v, split up into »
independent equations. This occurs for the Ising,
dimer, and free fermion models, which can be
solved by the Pfaffian method. Let us observe
that, because of the periodicity of (4.4), we may
confine our attention to -K,<Rey;<K,.

B. Integral-Equation Formalism
for Calculation of Largest Eigenvalue

Baxter' computed the maximum eigenvalues
(£A,) in the thermodynamic limit N -, by de-
veloping a new perturbation-expansion technique.
He remarked that one could also use the integral-
equation method,?° applied previously to models
solvable by Bethe ansatz.!®*~?' We adopt the inte-
gral equation approach because it is simpler for
the computation of the next-largest eigenvalues,
for which some of the zeros are complex. To
illustrate the integral-equation technique, we use
it to reproduce Baxter’s result for the largest
eigenvalues. We then proceed to the calculation
of the next-largest eigenvalues.

Because of the symmetry properties of the
partition function, it is sufficient to calculate
the largest eigenvalue in the fundamental region

O<sa<i<T. (4.5)

For the maximum eigenvalues, the quantum num-
ber v =0, and the zeros are all real.! In the FR,
there are two eigenvalues of maximum modulus,
but opposite sign, corresponding to the two values
of the quantum number v” =0,1. The quantum

G=1,...,7).

number v’ is fixed by (4.3a), once v and v” are
specified.
When v =0, the logarithm of Eq. (4.4) is

NE,(p,)=2ri1, +'Z=; Fy(o, =), G=1,...,7).
(4.6)

The I, are half-integers specifying the branches
of logarithm. The largest eigenvalues will cor-
respond to

I=1,,=1, (j=2,...,7) @.7)

Here, ¢,=mv,/K,, and F,(¢,) =In[x(v; +pn)/
h(v;=pn)]. As N—~w, the ¢, become infinite
in number, but always lie in the interval [-7,7].
We assume that the number of ¢, in the interval
[, ¢ +d ¢) approaches

NR(¢)d¢.

We will use the relation

1 ("
¥ 2~ [, d0R(), (N==). (4.8)

Applying standard arguments,?® the coupled non-
linear equations (4.6) are replaced, for N—«, by
a linear integral equation for R (¢):

SR ()= -2miR (9)
+ [T a6 ROV B0 - 9.
(4.9)

Since this equation has a difference kernel, and
the integration is over a full period, it can be
solved by Fourier transform. Using (B14) of
Appendix B, we find

1

2 coshma * (4.10)

T
2R, = f dpe™""0R (¢) =
-
The minus sign in (4.9) was chosen so that R(¢)
would be positive. We note 2R, =3, as it must
to be consistent with (4.8).

Baxter has shown that when K}/2>Imv >0, the
first term on the right-hand side of (4.1) exponen-
tially dominates the second for large N. Hence,

@ - 27)

T(v)= ¢(v +ﬂ)w . (4.11)

Employing (A13), we find

5 60) H@+n\¥ Qv ~2n)
1)~ (Gony ha) Lemt

(4.12)

Using the periodicity property (B6), together with
(B7), we Fourier expand the logarithm of both
quotients of 6 functions appearing in (4.12). Also,
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using (4.2b), (4.8), and (B8), we find

1. Qu-2n) _ : >~ sinhm(7 - ) sinhm (A - @)

5 ln—-——-——Q(v) =2T(\ = a = im)R, + "'Z:l o SinhmT (47R ). (4.13)

Then, combining terms, we obtain

1l 7(0)]

‘ —~ sinh?m (7 = A){coshm —coshma}
~lnc +2 Eﬂ m sinh2mT coshmx )

(4.14)

This is Baxter’s result for the maximum eigen-
value, corresponding to (=)*""=1. At the end
of Sec. IVC, we show that the eigenvalue cor-
responding to I ;=1;+1 has the opposite value of
v"”, and the opposite sign, as the eigenvalue cor-
responding to I;.

C. Integral Equations Determining
Next-Largest Eigenvalues

Let us derive the equations determining the next-
largest eigenvalues by studying the effect of
changing one half-integer I, from its value in the
equations determining the maximum eigenvalue,
to the new value I. Consider an eigenvalue A,
corresponding to half-integers Ij, zeros ¢;,

;.nd quantum number v =v,, satisfying
NF,(¢))=2m I} +2v,
r
+ LE@)-¢), (=1,...,7). (4.15)
We consider the case

Ij=I1,+w,, (j#«)

where w, =0,1 corresponds to the possibility of
A, having the same or opposite sign as the eigen-
value specified by I,, denoted A,. Subtracting
(4.6) from (4.15) yields

N[F,(¢)) - F,(¢,)] =2miw, +2v,1

+ 2 (0] - 0D - E(9, - 91
(j#K). (4.16)
We assume ¢;= ¢, except for j=«. Then, de-
fining
x(¢;)=N(¢p; = ¢,), (i#«)
we obtain

d 1
x(9,)gg Bl =2miw, +2v,2 + 3 ‘Z [x(¢,)—x(¢.)]—d‘ija(¢, = ¢)) +Ey(¢; = ¢1) = E (¢, - ¢.) + o(%).

In the limit N—~«~, (4.17) becomes

=2mid (¢) + f_" d¢”J(¢”)d—i‘ F(¢p-9")
=2miw, + 2V, A +Fy (¢ = ¢L) = Fy(¢ = ).
(4.18)
Here, J(¢)=R(¢)x(¢), and we have used (4.9)

to eliminate some terms. We note

2 (¢>:-¢,>=f_: ApJ($).

i*k

From (4.3a) and (4.3b), we find

v, +v. - v} =even integer, (4.19a)
1/, , "
;(wer -@r=9- [ d¢>J(¢>)>

=v! —v! +(even integer). (4.19b)

The subscripts 0 and e denote quantities corre-
sponding to the largest and next-largest eigen-
values, respectively.

(4.17)
" It follows from (4.11) that for N -,
A Qv -21n) Qv - 2n)
In—%=In ————| -In ——7F— 4.20
"N LT e | @20

Using this relation together with (4.2b), (4.8), and
(B8), we show

lnA-L ==y, A =2mid,

A,
. sinhm@A =7) .-«
+2mi mZ;Q J’"___sinhm‘r e +8,
(4.21a)
where
i hl-vi -27) hv -v . =27)
@=ln hv =v!) =1ln hv -v,)

(4.21b)

Equations (4.18), (4.19), and (4.21) are the basis
of our calculation of the next-largest eigenvalues.
Before proceeding to this calculation, we wish to
make the following comment. Baxter has shown
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that in the FR there are two largest eigenvalues,
exponentially degenerate in magnitude, but with
opposite sign. These correspond to opposite val-
ues of v”. If one of these, say A, is described
by I, as given in (4.7), then the other A, corre-
sponds to I;=1,+1. To see this, consider (4.18)
with the right-hand side replaced by 2mi. Then
one finds J,=~1/2, J,=0 for m+0. The sum rule
(4.19b) becomes

1 r
vi—vg=l= 0 (9] - 6)= -2,

Also, (4.21a) and (4.21b) imply ln(./-&o/Ao) =1qm,
hence A,=~-A, The quantum number w, appearing
in (4.18) denotes the possibilities of A, having

the same or opposite sign as A,

D. Computation of the Next-Largest Eigenvalues

By arguments® which are by now standard one
can determine certain qualitative features of the
solutions to Eqs. (4.4). A solutionv,,...,v, must
be made up of groups known as p-strings. This
means, to order e~", the solutions can be broken
up into p-strings centered either about the real
axis

=y, +mn, m==(p=1),=(p=3),...,(p=1);
or about the line parallel to the real axis and
displaced by i (K;/2):
v, =0, + i (3K}) +mn,
==(p=1),=(p=3),...,(p=1).

Here, p=1,2,3,..., and if one member of a p-
string appears in a solution of the equations, then
the other members must also appear. Baxter??

has shown that not all types of strings are allowed.

In the upper half-plane, a string cannot end in a
region periodically equivalent (period iK}) to
—(3K}) <Imv <0, In the lower half-plane, a string
cannot end in a region periodically equivalent to
0<Imv<3K]. For example, this rules out 2-
strings centered about i (3K.). In this paper, we
only consider eigenvalues corresponding to p-
strings [(p ~1) A< 7] centered about the real axis,
and zeros on the line 3iK} denoted O-strings.

We wish to calculate the band of next-largest
eigenvalues A, of the transfer matrix. To accom-
plish this, it is necessary to specify the branches
of all the logarithms appearing in the equations.
For 21 <7, we have done this for the excitations
of placing zeros on 3iK;, and producing p-strings
which do not overlap the period: (p =1)A<7. In
Appendix B we define the branches and give the
Fourier transforms of all the logarithms of quo-
tients of 6 functions appearing in the equations.
In this section we have explicitly computed A /A,

for 2x<7. The dispersion curves corresponding
to moving one zero to 3iK;, and to creating a
2-string, are found to be degenerate. Exciting
more than one zero to ;iK}, or producing longer
strings yield dispersion curves lying lower. In
Sec. V we consider the case 2x>7.

We now write the equations determining
In(A,/A,), for the case where we take out p zeros
¢,, je{0} with {0} having p elements, from the
real line distribution for A,, and place them in a
p-string with real abscissa ¢,. We denote placing
one zero on the line 3iK,, ap =0 string. Then,
since equations (4.18) are linear, we find

~20ir(@)+ [ 7 670" 45 B0 - 97)
=21 (w, +wy) +(1 =6, 4)
X[Fypy (& = ,) +Fyy (& = )] +8, 0
XGy(d = b)) - NZ{%}E‘,@ -4, (4.22)

The functions F, and G, are defined in Appendix B.
There is additional freedom in the choice of
branches which allows the introduction of w,=0
or 1. We shall comment on this quantum number
after Eq. (4.33):

v, =number of zeros on 3iK}, (4.232)
v, +V, - Vs =even integer, (4.23b)
L
(2 00-p00=0,,00,- [ a6700)
te{o} -
=v] —v{ +(even integer).  (4.23c)

The eigenvalues A, are computed from (4.21a)
with

Q=(1-5,,0)[F(¢,+ir - ia)-2mn]
+8,,0G, (P, +ix =)+,

- 2 E(¢,+ir-ia). (4.21b")

1€ {o}

The integer »=0,1,...,p -1 takes into account the
possibility of choosing different branches of the
logarithms appearing in the first term of . This
ambiguity arises because we have combined the
sum of p logarithms into the logarithm of the
product of p factors. It appears that n=0 is suf-
ficient for the consideration of the next-largest
eigenvalues.

The first case we consider corresponds to all
the zeros ¢; being distributed on the real axis
between -r and +m, except for one complex zero
¢ =¢,+i7. It follows from the sum rule (4.3b)
that v, =1 in this case. Using (B11), (B13), and
(B14), we solve (4.22) by Fourier transform, ob-
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taining for A<37:
. (e*™"  sinhm(@r-7) e”'™®  sinh2mr e”im% )/( sinhm (21 —T))
2y = < m T sinhmr m_ siohmt m - )’ (4.242)
2, =3(p, =) =m(w, +w,). (4.24b)
From (4.23), we find
v! —=v}=1+(even integer) (4.25a)
=2Jy=w, +w, +(m = ,)/ 21
=v! = vl +(¢, = ®,)/7 + (even integer). (4.25D)
Finally, (4.21) yields
A = sinhm(a - A)(cosme , +cosmn)
=y - K .
Re 1n A a=-\+ MZH pry— , (4.26a)
A, 3 - coshm(a = \) sinm¢
e _1 3 K 4.26b
Im lnAo 10, +m(w, +w,) +37 + ,,.Zq  coshmy ( )

From our study of the decoupling limit (Sec. III), we see that it is likely that the next-largest eigenvalues
are described by a two-parameter dispersion curve. We can obtain a two-parameter excitation, still cor-
responding to y, =1, in the following manner. In addition to removing a zero from ¢‘ Y and placing it at b,
+i7, also remove a zero from ¢>‘2’ and place it at 7. Then for 2A <7,

i sinhm (a = A)(cosm o™’ + cosmp®’)

Re ln—AK“-=a-)¢+

0 m coshma

m=1

’ (4.273)

Im ln%& =3 + @) 47 (w, +w, +1) + Z coshm(a
[ m=1
The sum rule (4.23) becomes

PO 4 @
A A
2 '

¢

=v) v+ —"ﬂ- +(even integer).

(4.28)

Wy + Wy

The ¢’s satisfy —r<¢®’, ¢® <7,

If we let w, =y, -vy, then w,=0or 1 corre-
sponds.to positions of ¢, differing by . This
exhibits two different excitations, both corre-
sponding to Av’ =0 and the same value of Av”.

Equations (4.27a) and (4.27b) can be written
neatly in terms of the elliptic function sn(Ku/7,k,),
where the modulus k, is determined by

1K} /K, = 22X,

Recall that sn(K,u/m,k,) is related to elliptic 6
functions corresponding to ¢ =2t by

kY2 sn(,u/m, k) =H(Ku/1)/ 0(Ku/r).
Using the periodicity property (B6), this becomes
J

- A )(sinm @ + sinmPp®@)

m coshm (4.27b)

ae OL(K,/m)(u +2i2)]
6[(K2/7T)u]

k32 sn(Kuu/n, k,) ==ie'*"

Using (B7), we can take the logarithm, obtaining
In{r Y2 sn[(K,/7)(¢ - ia), k,]}

Ya-r+ilp-1)]+2 sinhm (e =X +i¢) .
m=1

m coshma

Now it is clear that (4.27a) and (4.27b) become
(w, =0,1 and w,=0,1)
Ag/Ag=(=)1""2 kysnl(K,/m)(¢® - ia), k,)
xsn[(K,/T) (0% - ia), k,].
Let us consider the case of a complex conjugate
pair of zeros ¢, =¢,+ix. The sum rule (4.3b)
implies v, =0. Using (B13) and (B14), we solve

(4.22) by Fourier transform, obtaining for A
<27/3

(4.29)

o[ sinhm@X=T) , _jme® | _img@® sinhm(A-T)+sinhm(3A—T)> _,,wi\/( _sinhm(ZA—‘r))
sz’"_[ msiohmt te )- m sinhmr e /A sinhmt /)’
(4.30a)
21d, =1 (D + ¢2) = 2¢,) = 7w (w, +w,). (4.30p)
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Then (4.23) becomes values in the entire region O<pu<m,
The new formalism is based upon the symmetry

ve = vo=(even integer), (4.312) relation (2.114); i.e.,

W, +w, + (1) + @) /27

=¢,/m +v} - v} +(even integer).  (4.31b)

Ay, wy,we,w,)=(=)""A @y, wg,wy,w,)  (5.1a)

Defining a’'=7 —a,\’' =7 =, p’ =pexp(- 7 +3A +3a),
Again we let w, =v) - v}, so w,=0 or 1 corre- this relation becomes
sponds to positions of ¢, differing by 7. There

=(=)V" ’ royt
are two excitations corresponding to Av’=1 and Ap, a2, 1) =(=)""A(p", @', X, 7). (5.1b)
the same value of Av”. For 4x - a <27, we find The unprimed variables will be considered to be
A in the FR, i.e., O0<a@<i<T7. Then the primed
Re IH'XE' =a=2A variables will zot lie in the FR, but will satisfy
0 - H . 0<)'<a’s<7. It turns out to be convenient to cal-
Y sinhm (a - M)[cosm¢® +cosm¢® ] , culate the eigenvalues in the region 0<\’'<a’<T,
me1 m coshm) and then to use (5.1b) to determine the eigenvalues
(4.322) in the FR.
In the FR the maximum eigenvalue corresponds
Im lné—& =16 +¢@) +7(w, +w, +1) to all the zeros of @(¢) lying on the real axis. We
Ao shall show that when 0<)\’<a’<7, the maximum
— coshm(a - A\) sinmo® +sinme ] eigenvalue corresponds to all zeros lying on the
+ E_ 71 COShmA . line [-m+i7,m+i7]. We proceed in a manner very
m=t similar to that of Sec. IVB. Following the steps
(4.32b) leading to (4.9), we derive an equation deter-
mining the density of zeros R (¢) on the i7 line.
From (4.32), we obtain (w, =0,1 and w,=0,1) We obtain '
A_L_( Yty p [K D _ia)/ k] a 2R " tanry & ’
== 2 SN, (@) - ia)/m, k, 2301(¢)= MR(¢)+f de R@)EF”@_(I))’
(1] -
x snlK,(¢® - ia)/r, k,]. (4.33) (5.22)

subject to the constraint
Let us note that A,/A, does not depend on the

parameter 7. This provides some insight as to f i > _1
how the modulus k, arises, for in the decoupling - AR (@) =z. (5.20)
limit 7K;/K, =2) =7 =1K, /2K, . Here )/, and not A, appears in the definition of

Let us take this opportunity to comment on the the functions G,(¢) and E,(¢ - ¢’). Equation (5.2a)
factor (~)“2"“2. The freedom w, =0 or 1 corre- differs from (4.9) in two ways. First, we choose
sponds to excitations for which Av”=0or 1, re- a plus sign multiplying the term 2mR(¢) in order
spectively. The existence of w,=0 or 1 is sug- to assure that the density of zeros be positive.
gested by our study of the decoupling limit in Also, the function G,(¢) appears on the left-hand
Sec. ITI. It accounts for the presence of the factor side, rather than F,(¢), since the zeros lie on the
(=)% in Egs. (3.7) and (3.8). Although the formal- i7 line. The solution to (5.2) is
ism presented here is flexible enough to allow ~ -
for w, =0 or 1, it does not predict unambiguously 2R ,, = (2 coshmA)™. (5.3)
its existence. Using (5.3) together with (4.12) with primed vari-

ables, and
V. CALCULATION OF EIGENVALUES FOR u>%nr
’ !

In Sec. IV we studied Baxter’s equations for the 1 1n9£0—',-gn—)
eigenvalues of the transfer matrix. We derived N Q') -
integral equations which were sufficient to deter- - E sinhm (7 = 1) sinhm (A = a) ( ATk )
mine the dispersion curves of the next-largest o1} m sinhmT mi
eigenvalues, once the branches of the logarithms 5.4)
appearing in the equations were specified. For ) :
ps3im we presented a consistent set of branch we find that (=)""Ay(p’, @’,1’,7) is indeed given
cuts. We now present a reformulation of the inte- by Baxter’s expression (4.14).
gral equations, and a choice of branch cuts, which It is natural to expect that the next-largest eigen-

allows the calculation of the next-largest eigen- values correspond to removing zeros from the
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i7 line. We denote a string of s-zeros centered
about the real axis an “s-string”:
=0, +im\', m==(s=1),-(s=3),...,(s=1).

We shall consider strings of length s=0,1,2,.
y’, where y’=1+[r/( - 1)]. Here, [x] means
largest integer <x. A O-string corresponds to

ooy

2mid (6) + f Ao’ J(¢’ )

| oo

removing a zero from one position on the i7 line,
and inserting it in another position on the i7 line.

Following a procedure similar to that of Secs.
IVC and IVD we derive the equation for the change
in the density of zeros on the ;7 line, caused by
the removal of s zeros, and placing them in an
s-string:

F(¢ ¢’) =2miw, +(1 = 6,,0) [G g4y (@ = ,) +G,_, (& - D,)]

+6,,0F(0 = 8,) = “Z{;} Fy(6 - 6,). 5.5)

The next-largest eigenvalues are given by

In —A"—r—"‘—ﬁ‘—ﬁl f J(@' )d¢, G, [0 +i(a@=2)]d¢’ +(1 =6, o) F, [, +i(a =)

Ay(p’,a’ N, 1) ~

+8,,0G, [0, +i(a@=2)] - %{:} G, [, +i(a=2)]. (5.6)
1 €10, )

The sum rules are the same as in (4.23), except
J(¢) replaces J(¢), and s replaces p. Note Jo is
not restricted by (5.5). The m =0 mode of (5.5)
provides a constraint on the {¢,} and ¢,. The
sum rule then determines J, in terms of the {¢,}.
The roles of the sum rules, and the m =0 mode
of the equation for the change in density, have
been reversed from those of Sec. IV.

Let us consider the situation dealt with in Sec.
IV, u<3m; ie., w=3r. We consider two types
of excitations. The first corresponds to Ay’ =1.
We remove zeros from ¢, +i7 and ¢, +i7, and
place one on the real axis at ¢,, and the other at
iT +m. The second excitation corresponds to Av’
=0, Here, we remove two zeros from ¢, +i7 and
¢, +iT, and place them in a 2-string about the
real axis, with real coordinate ¢,. In both cases,
we obtain the result

_A(p, 0!, N, T)
Ao(p’,a’, !, 1)

- )A,,"A L(p,a, N, T)
Ao(p, @y, f)

= (=)“a ky sn[ (K, /7)(9, + i) snl (K, /m)(¢, +ia)].

(5.7)

Here, the elliptic functions are of modulus &,.
The zero mode of (5.5) relates ¢, to ¢, and ¢, by

0=21w, +2¢, - ¢, — ¢, +2m(even integer). (5.8)

In this way, we recover the results of Sec. IV
given in Eqs. (4.29) and (4.31).

Now let us deal with the interesting case p>3m,
ie., w<im. We remove s<y’=1+[n/y’] zeros
from the i7 line, hence s can assume values
greater than 2. Consider removing s =y’ or y’' -1
zeros from the i7 line. We take s =2 from 7 + i7,

and one each from ¢, +i7 and ¢, +i7. These are
placed in an s-string centered about the real line,
with real coordinate ¢,. The dispersion curves
of (5.7) are again obtained. Therefore, these
curves exist for 0<u<nw. They will be seen to
correspond to the free states in the X-Y-Z model.

We shall now derive dispersion curves lying
higher than the free-state dispersion curves of
(5.7). Removing s<y’ -2 zeros from 7 +i7, and
placing them in an s-string centered about the
real axis, we find

(_)Au" Aa(py a, A’: T) = Aa(p,; a', A,; T)
Ao(py a9kr T) Ao(p,r a" A’, T)
=k, snl (K,/1 ¢, + i@ +isT = i(s +1)A)]
xsn[(K, /TN, +ia = isT+i(s +1)\)] -
(5.9)
Here, —-m<¢,<m and s<[r/p']=1. The elliptic
functions are of modulus k,. Note that Av’ =0,
if s even; and Ay’ =1, if s odd. These curves will

be seen to correspond to bound states appearing
in the spectrum of the X-Y-Z model.

VI. CORRELATION LENGTH OF Gr AND Cr
A u< /2

In Sec. II we derived a spectral representation,

which should be satisfied asymptotically by G,

as R -, In Sec. III the unknown functions appear-
ing in this representation were evaluated in the
decoupling limit (n =37), using the results of
Cheng and Wu'? for the Ising-model correlation
functions. Let us now study the extent to which
the spectral representation of (2.19) determines
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the correlation length of G, when p<zm. Recall,
(=)*”G, - (long-range order)

zf_" f d$,dd,p(dy, $5)

x[kz Sn(Kz/T[)(¢1 - ia) sn(Kg/ﬂ)(d’z - ia)]R,
6.1)
where we have introduced the short-hand notation

p(dy, ;) =py (D, Pp; 2, 75 2)

+(=)Rpa(Py, D25 A, 75 4). (6.2)
The reality of G is assured if
p(Dy, $3) =py (=01, =5). (6.3)

We shall argue that it is very likely that
(= p(®,, ®;) =p(d, +27, b,) =p(y, ¢, +2m).
6.4)

This periodicity condition is satisfied in the de-
coupling limit, as can be seen from Egs. (3.7)
and (3.8).

We wish to deform the contour of integration
in (6.1) as indicated in Fig. 5. We make the
assumption that p(¢,, ¢,) has no singularities in
the interior of the closed path. If the periodicity
condition (6.4) holds, then the contributions of the
vertical lines cancel, and we are left with the
integration over the line segment [—m+ ia, T+ ial.
Then

(-)RG, - (long-range order)
sz f" d,do,p(d,+ia, p,+ia)

x [k, sn(K, ¢, /1) sn(K,¢,/m)]".  (6.5)
Expanding about the saddle points, we find
(=)"®G - (long-range order)~kE (6.6)

If the periodicity condition (6.4) is incorrect,
the leading asymptotic behavior comes from the
end point contributions over the verticle segments
at ¢, =+m and ¢, =+w. In this case,

(=)”G - (long-range order)~(A,/A,)?, (6.7)

as predicted by the standard argument.®” Here
Ay /Ao =ky/d0?[K, /1) @, kL]

In the decoupling limit, we know (6.6) is correct.
The following physical argument indicates (6.6)
is also correct for u<3w. It seems very probable
that G, and C, have the same correlation length.
This would imply that the correlation length of
Gy must be independent of a, since Cy does not
depend on «, thus ruling out (6.7).

To see why Gy and C, should have the same

correlation length, consider the Ising model with
four-spin coupling, which is equivalent to the
eight-vertex model. Both G, and Cj correspond
to four-spin correlation functions (Fig. 4). The
four spins are grouped such that there are two
pairs of nearest neighbors separated (for R —«)
by a large distance. We expect that the exponen-
tial falloff depends only on the “center of mass”
separation, and not on the relative orientation
of the two pairs of spins. This indicates that the
correlation length of G should be equal to that of
Cg.

It is interesting to note that the same value of
the critical index v is predicted by (6.6) and (6.7).
Following Baxter,! we define

Q=exp(-K{/K))= GIF, (T~T).

We see that @ is proportional to |T - T,| as T~ T,.
Using the relation K,~1n(4/k}) as k,~1, we find
(O<p<m)
-Ink,~8Q™2* (T ~T,) (6.62)
where at T=T7,,
cosp = Qw2 —w? —w2)/ w3 —w?).

On the other hand, from (4.27a) and (4.32a) eval-
uated at ¥ =¢®@ =1, we find (p<3n)

—lnl—\“- _ Z sinhm (A - a) cosmn -

Aoy w1 m coshm 6.8)

Following Baxter’s! procedure for extracting the
critical index of the specific heat, we perform a
Poisson summation on (6.8). We find

A s Q(u+1/2)ﬂ/u
_an:- =8 ; —1 _Q(znu)n?u

w (=) sinf{lne+2)/ul (w-)}

2n +1 (8.9)

The slowest approach to zero comes from the
term n=0:

~In 2L <8 sinl (r/20)(w - V)@, (T~ T)).
° (6.7a)

Since Baxter! has shown that the critical index

a of the specific heat is given by a =2 ~7/u, and
(6.6a) and (6.7a) both yield v =r/2u, we have the
result®

v=1-1a. (6.10)

This confirms a prediction of scaling theory.3*
The exceptional case =0 corresponds to the
six-vertex limit w, =w,. To extract the behavior

of £7! in this case, when T~ T, recall that

= —coshx = (a? + b2 = c?)/2ab. (6.11)
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Below T,, c>a+b, so A<-1, Assuming that the
correlation length in this limit is still given by ¢!
=-Ink,, we have

£ lx8e” "2 (A =0).

From (6.11), we see A is proportional to (7, - T}/,
as T—~T;. This is to be compared with the recent
result of Baxter?® that the spontaneous staggered
polarization P, behaves as

Py~ @u/A)e"™4 (A~0).

(6.12)

(6.13)
B. u>m/2

We now study the correlation length of Gz, when
w>37. In this region, there exist the bound-state
curves of (5.9) as well as the free states of (5.7).
It is necessary to consider T'<7T,and T>T,, sep-
arately.

For T<T, and u<2r/3, the free-state curve
dominates. This is because the s =1 bound-state
curve does not contribute. The matrix element
vanishes since s =1 corresponds to Av’ =1, and
o* leaves v’ unchanged. The asymptotic behavior
of G, is given by (6.1).

When T<T, and p>21/3, the s =2 bound-state
curve yields the leading asymptotic behavior,
recall s =2 corresponds to Ay’ =0. Then,

(=)®G, - (long-range order)
= [ T a9p(@; 1,75 =)k sy /m)
X (¢ +ia+2iT - 3ir)sn(K,/m)
X(p+ia=-2iT+3i0)]%.  (6.14)

In the case of T>T,, the s =1 bound-state curve
dominates in the entire region 37 < pu<m, so

(-)RGa= [ ddp(@; 2,75 +)

X[y sn(K,/m) (¢ + i +iT =2iX)

xsn(K,/m) ¢ +ia - iT +2i0]1%.  (6.15)

If G and Cy have the same correlation length,
one expects that the following periodicity condition
will be satisfied:

p(d +2m; A, 7; ) =p(@; X, 75 2). (6.16)

Then, assuming no singularities inside the contour,
the integration path can be shifted from the real
axis to [-7 — i, 7 — ia], without picking up con-
tributions from the vertical pieces of the contour.
In this case, we find, for T<T,,

(=FRG - (long-range order)~k¥,

(pns2m1/3), (6.17a)

loo

()G - (long-range order)
~{ky/an?[ (K, /m) (2T - 3), K31}T

@2r/3<u<m). (6.17b)

For T~ T,, this goes as
{1 - =k [1 -2sin® (47 (2r/p- 3D}~
When T>T,,
(=YEG g ~ {kp/an?[ (K, /) (r = 2X), R 41}E, @Gm<p<n).
(6.18)
For T-~T,, this goes as
{1-(-r)[1-2si2Grn/p-2)]}".

In all these cases, the critical index v =7/2u.
This confirms® the scaling prediction®*

v=1=1a. (6.19)

If the periodicity condition is not satisfied,
then the leading asymptotic behavior comes from
the end point contributions to the integrations over
the vertical segments. Again, one finds v =7/2u.

Throughout this section we have assumed that
dispersion curves will contribute to the spectral
representation for G, as long as the corre-
sponding matrix elements are not forced to vanish
by symmetry considerations. In Sec. III it was
checked that the free-state dispersion curves
reproduce the known results in the decoupling
limit p=37. Since the free states are the highest-
lying curves for p<im, we expect them to yield
the leading asymptotic behavior in this region
also. For pu>3m, the bound-state curves appear
and lie above the free states. The bound states
appearing earliest (as p increases), lie highest.
Assuming dispersion curves do contribute, when
allowed by symmetry considerations, we obtain
(6.14) and (6.15). Unfortunately, there is no limit
in which we can check the predictions for the
correlation lengths of G against known results
when p>37. The form of the bound-state disper-
sion curves is subjected to a test in Sec. VII. We
show that the corresponding bound-state curves
of the X~-Y-Z model go over to the known results
in the ferromagnetic Heisenberg-Ising limit.

VII. LOW-LYING EXCITED STATES
OF X-Y-Z MODEL

A u<mu/2
We consider the Hamiltonian

1 N
='?,Z,; W, 0% 0%, +d,030%,,+J,0%0%,,),
(7.1)
with a periodic boundary condition, and with



loo

J <d,<=|J,].

An H corresponding to arbitrary values of the
J’s can be shown to be unitarily equivalent to an
H with J’s in this region. The ¢’s are Pauli spin
matrices and N =2y is an even integer.

Baxter® has shown that if one parametrizes the
J’s by

J,:d,:d,=en(2¢, 1): dn(2¢g,1): 1,

then ¢ and [ lie in the FR for J’s restricted as
above. The energy eigenvalues E of H, and the
total momentum P of the corresponding state are
given in terms of the eigenvalues of T(V) by®

-3Nlen(2e, 1)

V=g

E=-J,sn(2g,1) (é—iﬁ InT(V)

+dn(2¢, 1) -1]/sn(2¢, l)) )

(7.2)
and

==i1nT(L)+iN In2, (7.3)

Recall that 7(%) is equal to 2" times the cyclic
shift operator that moves all spins one site to the
left.

The difference AE between an excited-state
energy and the ground-state energy is

AE=—7,sn(2¢, 1) 1nLe

av " h, . (7.4)

V=g

The difference AP between an excited-state total
momentum and the total momentum of ore ground
state, corresponding to A, is given by

A
AP =Im ln—% . (7.5)
oilv=g
- -1> A =-coshA > - ®> A=cosh(T-A)> |
Ising-/:
|
|
A=-1 X-Y Line A=)
|
|
|
10 |
p=0 ®=T/2 m=

-1 <A =-cospu<|

FIG. 6. The interior of the rectangle is 0 <IZ< 1 and
0 <pu<m, This region corresponds to X-Y-Z Hamil-
tonians with no two J’s equal. The boundary of the
rectangle represents the limiting cases of the Heisen-
berg-Ising Hamiltonians.
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For 2x<7, we find for the excitation of one root
to 3iK]

AE =7, sn(2¢, (K, /K})
X [dn(K1¢1/”7 k].) +dn(K1¢2/1r, kl)] ’ (7-6)
AP =7 (w, +w,) +q; +4,, (7.7

by using (4.27a) and (4.27b). Here, the modulus
k, is defined by 7K[/K, =X, and

K&, /T
a= [ 7 an(,k)as, (i=1,2).

Ky
Note 0<gq, <.

For A<27/3, the excitation energy AE and mo-
mentum AP of a 2-string are again given by (7.6)
and (7.7). The excitation energy can be expressed
as a function of ¢, and ¢q,, and for both types of
excitations, we find

AE =-J,sn(2¢, (K, /K})
X[(1 - k2 cos?q, M2 + (1 - k2 cos?q,)'2]. (1.8)

Our expression for AE reduces to the known re-
sults in the Heisenberg-Ising!! limit with

1 &
H=—?Z;(0f°§+1+0}’°7+1+A°;°;+1)’ (7.92)
=
and the X -Y?* limit
1 &
H:—-é—z[(1+')/)0'§U;+1+(1—Y)O?o§+1]'
i=1

(7.9b)

From the region 0<I<1, 2x<7, we can contin-
uously reach the X-Y model, and the Heisenberg-
Ising model with —~ <A<0. See Fig. 6. In taking
the limits, we must use the symmetry properties
of the X-Y-Z Hamiltonian to arrange that J,<J,
<=l

—~0<A<=1:
L=-1, d=-1, J,=a,
1=1, K;=», Ki=3m, A=n{/K}=2¢,
A ==cosha.
AE = (2K, /r)(sinha) [ (1 — 22 cos?q, )V/2

+(1 = k2cos?q,)V?];

(7.10a)

-1<A<1:
J=A, J=-1, J==1,
1=0, K, =47, Ki=wo, p=nt/K, =2,
A =0 implies &, =1, K,/K,=n/u, (7.10b)
=—cosp

AE = (n/p)(sinu )(sing, +sing,);
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X-Y model (T=21);
J=0, J,==(1 -y), & ==(1+y),
k2=41/(1 +1'F, K,/Kl=1+1",
ki=1-9% J/d, =U,
AE =2[ (1 = (1 =y?) cos?q, )/

+(1 = (1 =7?) cos?q,)'2]. (7.10c)

B. u>m/2

In this region, there exist free-state dispersion
curves given by (7.8). In addition, there are
bound-state curves which are obtained from (5.9),
by using (7.4) and (7.5). See Fig. 7. These are
given by

AE =-J,(K,/K})sn(2¢, 1)
x{dnl (K, /7)($, +isT =i (s +1))), ]
+dnl (K, /m)(¢, = isT+i(s +1)0), B, ]}, (7.11a)

K bp/m
AP=—1r+1rAV”—f e d¢
o

x{dnf¢ +i (K, /7)((s +1)r = s7), k,]
+dnl¢ - i (K, /m)((s +1)x = s7), B ]},  (7.11b)
with -7 <¢,<7. Defining AQ=AP -7AV", =27
<AQ<0; and y =sK,\'/m, we obtain

AE--2J‘K‘ sn(2K; -2¢',1)
T K] sn(y, k)

x[sin?(3AQ) +cos?(3AQ) k{2 sn?(y, k{)] /2
x[sin?(3aQ) +cos®(34Q) sn?(y, k))]¥2.  (7.12)

5

AE (Arbitrary units)

o I
[o] mi4 m/2

q,AQ/2

FIG. 7. These are the X-Y-Z dispersion curves for
k4=0.6 and A’ =37. There are four bound-state curves
(s=1, 2, 3, 4) with the s=4 curve degenerate with the
X-Y-like free states. To compare the bound states with
the free states (a two-parameter curve), we have set
g1=4qy=q. AE is in arbitrary units in that we have fac-
tored out —J; sn(2¢,4 K (K/)~! from all curves.

The bound-state dispersion curves reduce to the
known results!! in the ferromagnetic, Heisenberg-
Ising limit:

1<A<w:;

Jx’_'ly Jy="1: Ja="A!
=1, K;=wx, K;:%u,

T=®, A=, T=A=z=)\, (1.13)

A =cosh)/,
AE = (2 sinha//sinhs)’)
X [coshsA’ — cosa].

In our formalism, the free states correspond
to the two largest strings. These are of length
v'=1andy’. Inthe limitI-1, we see y'—~x,
This suggests there are no free states in the
ferromagnetic Heisenberg-Ising limit.

In the ferromagnetic Ising limit A —«, (7.13)
yields AE/A~2. The s-string corresponds to
turning over s adjacent spins in the ferromagnetic
ground state. The s =1 string corresponds to what
is usually called the “free state” in the ferro-
magnetic Ising model.
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APPENDIX A: BAXTER’S PARAMETRIZATION

Following Baxter, we denote the pairwise equal
vertex weights by a, b, c,d, and we define

w, =3(c +d), wy=%3(c -d)
wy=3(a=>0), wy=3(a+d).

The partition function has the symmetry property
Zwy,wy,wg,wy) =Z (2w, tw,, tw,, zw,), (Al)

where i,j,k, 1 is any permutation of 1,2, 3, 4.
Hence, it is sufficient to compute the partition
function in the fundamental region

Wy >wy>wy>w, >0, (A2)

in order to know it everywhere.
Parametrize the w’s in terms of elliptic func-
tions of modulus ! in the following manner:

o o eV, 1) dn(V,1) . sn(V,1)
Wyt Wyt Wet Wy = en@, 1) an,D) ' Y sa.D) ’
(A3)

where
jo_ @0 - wd)wd —wd) )

- Wi —wd)w; -wi)
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- Wy =W
(e, 0= [ ] (a5)
Then the FR is
0<V<g<K,, 0<iI<1, (A6)

The principal motivation for the parametrization
(A3) was that if ¢, I are considered fixed, and the
transfer matrix T(V) is regarded as a function of
Vv, then -

[T(v), T(v")]=0.

Baxter now considers elliptic functions of the
new modulus

E=(1-1)/(1+1). (an)
Then

K,=3(1+R)K}, K;=(1+k)K,. (A8)
Defining

v=iV/(L+k), n=it/(1+k), (A9)
we see that

a: b: c: d=sn(v +n, k): sn(v =1, k): sn(2n, k):
ksn(v +m, k)sn(v =7, k) sn(2n, k). (A10)

Equivalently, one can write

a=p6(2n)6(v-n)H(v +n), (a11)
b=p62n)H(v -n)6(v +7), (a12)
¢ =pH(21)6(v —1)6(v +7), (A13)
d=pH@2n)H(v -n) H(v +7). (A14)

It is useful to define the scaled variables

T=1K./2K, =1K,/K}, (A15)
A=-imn/K,=n¢/K;, w=n¢/K,, (a16)
a=-inv/K,=rnV/K}, Us=nV/K,. (A17)

In terms of these quantities, the FR can be ex-
pressed as either

0<k<1l, Os<a<a<T, (A18)
or
0<k<1l, OsU<u<m. (A19)

Baxter has shown that in the FR, the free energy
has a singularity when w, —w,. In this limit, /-0,
K,-3m and K} -1n(4/1)~«. Hence, T,A,a all
approach zero.

The “decoupling limit” is specified by the equi-
valent forms 4n=4K,, 7=2x, or u=37. In both
our work and in Baxter’s''!* it is useful to define
the new moduli &, and %, by

TK/K, =) and nK}/K, =2\, (A20)
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In the decoupling limit, note that k,=1',

In the decoupling limit, the eight-vertex model
becomes equivalent to two independent Ising lat-
tices. Let H,=BJ;, where J, and J, are the hori-
zontal and vertical exchange constants of the cor-
responding Ising model. We shall tabulate the
relation between the Ising-model variables and
Baxter’s parametrization of the vertex weights:
T>T,:

w, =cosh(H, +H,), wg4=sinh(H, +H,),

w, =cosh(H, -H,), w,=sinh(H, -H),

k, =1’ = sinh2H, sinh2H,,

¢ =3K,

sn(V,1)=sn(¢, I) sinh(H, - H,)/sinh(H, +H,),
sinh2H, = -ik, sn(3iK}+ iV, k,),

cosh2H, =dn(3:iK} +iV, k),

sinh2H=—i sn(3iK; - iV, k),
cosh2H=cn(3iK} - iV, k).

Here, sinh2H* sinh2H =1. The expressions for
H, —~ H, are obtained by letting V - -V.

T<T,:
w, =cosh(H, +H,), wy=cosh(H, - H,),
w, =sinh(H, +H,), w,=sinh(H, - H,),
k, =1' = (sinh2H, sinh2H,)™!
£=3K,,
sn(V, l)=sn(¢, !)tanh(H, - H,),
sinh2H, = — ik, sn(3iK; +iV, k,),
cosh2H;=dn(3iK} +iV, k),
sinh2H, =-i sn(3iKj - iV, k),
cosh2H, =cn(3iK} - iV, k,).

The corresponding expressions for H, - H, are
obtained by letting V - -V,

Let us point out that these relations are pre-
cisely the uniformization substitutions introduced
by Onsager,® in his original paper on the two-
dimensional Ising model. Equation (2.2) of the
Appendix of that paper is obtained by noting that
Onsager’s parameter g is related to Baxter’s
parameters by

a=3K,-V.

APPENDIX B: ELLIPTIC § FUNCTIONS

Let K be the complete elliptic integral of the
first kind of modulus &, and K’ the same integral
of the complementary modulus %’ = (1 - 222, We
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define
g=e""K'/K, (B1)

Corresponding to the variables x, y, it is useful
to introduce the scaled variables

X=ux/K, Y==iny/K, 1,=n1K'/K. (B2)

The elliptic 6 functions satisfy the quasiperiodic
conditions

H(x +2K)=-H(x), (B3)
H(x +iK') = iq~V/4 e /DX g(y) | (B4)
6(x +2K) = 6(x), (B5)
O0(x +iK') =iq Y4 e W/DiXg(x) | (B6)

The following Fourier expansions are of great
use:

hod m
miEy) 1 g

n (x-y) " E&m 1-g*™
X sinmX sinmiY, (B7)
H(x+y) _ ( —ix 9(x+y—iK’)>
lnH(x—y) =In{(-)e 0(x -y +iK')
=i(=1=-X)+4 MZ“ - -—————1 e
X sinmX sinmi(Y -1,). (B8)
The expansion (B7) is valid for
|ImX| +|ImiY|<T,. (B9)

Hence (B8) is valid for
[ImX |+ |Im(GY = i7))|<7,. (B10)

Note that the function in (B8) is not periodic, but
is continuous as a function of x.
Let Hy/,,(x) and 6,,,,(x) denote the ¢ functions

corresponding to
- ’ -
duiz =€ TK'/2K _ =T

Then 7=37,, and we define the modulus j corre-
sponding to 7 by

T=1K;/K,=1K'/2K .
From Landen’s transformation, we find
k=(1=j"/1+5".
Explicitly
Hyp)(x)=(K,/K)H(K, /K, j),
6as2) (%)= (K,/K)0(K,x /K, j).

|

Liouvilles theorem implies
h(x)=H(x) 6(x) = (const) X Hy ,,(x).

Since it is k(x) which enters Baxter’s equations,
the natural 7 to consider is that of (A15), 7=37,.

In the text, we have used the functions (with
y=n):

—1n Hatz) (% +)
F’(X) In Hu/z)(x —Py) ’

1 Basa)(x +py)
G’(X)_ln 9(1/2)(" -py) ’

We specify the branches of the logarithms by de-
manding that no cuts of F, cross the real X axis,
and F,(0)=-in, except F,(0)=0. Also, G, has
no branch cuts crossing the real axis and G,(0)=0
except G,(0)=G ,.,(0) = -27i, where y —1 is the
greatest integer less than 7/Y.

When Y is real, we find

217[ dX e '™ G, (X =X,)=0, (m=0)
_Sinhmpy - imx,

m sinhmT
(B11)
for |pY|+|ImX |<T;
1 fr
Z—ﬂf_,, dX e"'"™ Gy(X -X,)
==2m +2iX,, (m=0)
=ie“"”'+ sinhm (pY - 27) emimX,
m m sinhm7
(B12)
for |pY = 27|+|ImX |<7T;
1 i -imX
o [ AXe M TE(X -X,)
=—iT+iX, (m=0)
__1__, -{mm Sinhm(pY T) -imx
“m € * " sinhmt 0
(B13)
for |pY —7|+|ImX |<7;
f dXe""‘x d F(X -X.)
27 0
=-i, (m=0)
o Sinhm(pY =7) _imx
=t sinhmt 0
(B14)

for |pY = 7|+ |ImX |<T.
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