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Theoretical studies of the n = 3, 4, and 5 Rydberg series in 0~, converging to O~+(X 'II), are
presented and correlated with electron energy-loss spectra of molecular oxygen, in the region from 7.0
to 10.$ eV. The energy-loss spectra have been studied as a function of the scattering angle for a
incident electron energy of 45 eV. The angular dependence determined for various features in the

energy-loss spectra have been correlated with the known behavior for transitions between electronic

states of abstain symmetry, and with the theoretical results, to identify the low-lying Rydberg states.
Four vibrational levels of the {3sas) II Rydberg state have been observed superposed on top of the

maximum intensity portion of the Schumann-Runge continuum with T00 ——8.145 + G.G2Q eV. The
theoretical results, combined with the energy-loss measurements and the high-resolution

photon-absorption work, lead to the assi~ment of the lowest dipole-allowed 3X„and 'O„Rydberg
states at T00 & 9.31 eV and T00 ——9.97 eV, respectively.

I. INTRODUCTION

Considerable work has been done on the photo-
absorption spectrum of molecular oxygen in the
6-12.5-eV region, ' but xelatively few of the Ryd-
berg states in that region have been identified,
primarily owing to the diffuseness of the observed .

bands. In the case of Qs, information about the
Rydberg states can also be obtained by photon
absorption measurements in which the initial state
is one of the two low-lying metastable electronic
states. ' 5 Because of the fairly restz ictive selec-
tion rules which determine the strength of a tran-
sition in photoabsorption, only a relatively small
fraction of the total number of Rydberg states ean
be readily studied by either of these photoabsorp-
tion techniques. Many more excited electronic
states can be studied through the use of electron-
impact spectroscopy, although the spectral resolu-
tion is usually poorer than in photoabsorption
work. In cases where the observed bands are
broadened by perturbations, as is the case for
many bands in Om, a study of the angular distribu-
tions detex mined from electron-impact spectros-
copy can provide useful information~ as to the
location and symmetry of excited electronic states
which is otherwise not attainable. The results
of some electron-impact work on Qg have been re-
ported by Lassettre and eo-workers' for electxon-

impact energies of 48 eV and greater, and for
scattering angles less than 15 . Geiger and
Sehroeders have studied the electron absorption
spectrum for high impact energy (25 keV) and
forward scattering (8~0') and obtained some new
information concerning progressions of Rydberg
states above 16 eV. Trajmar et al.' have recently
studied the electron energy-loss spectrum in Qs
for various electron energies from 4 to 45 eV and
scattering angles out to 90'. This work resulted
in normalized integral cross sections for exci-
tation of various electronic states of Qg, e@ the
angular dependence of the electron-impact exci-
tation for many of the valence excited states of
Qm, and a rigorous selection rule for elec-
tron-impact excitation of diatomic molecules. '0

A new technique employing an electron transmis-
sion spectrometer, which has been used to study"
the core-excited resonances of Ql, also provides
some information about the excited states of the
neutral molecule.

In this paper, '2 the electron-impact energy-loss
spectxa of Q, in the region 7-10.5 eV are ex-
amined in an effort to locate and characterize the
low-lying Rydberg states. The results from the
energy-loss spectra are combined with ab initio
calculations reported here and correlated. with
the available high-resolution work to locate the
lowest two Rydberg states that are dipole con-
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neeted to the ground electronic state, and the
first member of the (iso, )'II~ Rydberg series.
Normalized angular distributions for the exci-
tation of these states by 45-eV incident electrons
are also obtained.

H. EXPERIMENTAL

The basic electron-impact speetx ometer used
to coQeet the data reported hex e has been dis-
cussed in detail in earliex publications. ' An en-
ergy-selected electron beam is scattered off a
gaseous 0, target at a pressuxe of the order of
I mTorr. The scattered electron intensity, as
a function of energy loss, is measured, at a fixed
impact energy E, and scattering angle e. The
scattering angle ean be changed from -30' to
+90, and the true zero angle is.determined by
the symmetry of the scattered intensity for an
inelastic feature near the nominal zero angle.
The impact energy scale was calibrated by mixing
He and 0, and locating the 19.3-eV He resonance.

Examples of the energy-loss spectra are shown
in Fig. 1 for an incident energy of 45 eV and scat-
tering angles of 15' and 25 . These spectra are
the result of x'epetitive scans using a 1024-channel
analyzer requiring several hours at each scat-
tering angle to achieve the desired signal-to-noise
ratio. The "longest band" at 9.9'7 eV'4 and the
"second band" at 10.29 eV, as vrell as the broad
Schumann-lunge continuum from 6.9 to about
9.4 eV, dominate the energy-loss spectra at these
scattering angles. Of primary interest in this
paper are the Rydberg states which fall in this
energy-loss region. In addition to the longest and
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FIG. l. Electron energy-loss spectra in molecular
oxygen for an incident electron energy of 45 eV and
scattering angles of 15 and 25 . The vibrational struc-
ture on top of the Sebum~~~-Hunge continuum is assigned
to the (38m~) 3Q~ Rydberg state, and the features at 9.31,
9.55, and 9.77 eV are assigned to the (Qx„)3Z„Bydberg
state. The strong feature at 9.97 eV ("longest" band) is
assigned to the (3pe„)3H„Hydberg state.

second bands, the vibrational structure appearing
on top of the Schumann-lunge continuum and
small peaks on the lour-energy-loss side of the
longest band are readily discernible in Fig. 1.
Before analyzing the experimental results, an
account of the theoretical predictions of the Ryd-
berg structure in this energy-loss region is given.

III. THEORY

A. Improved Virtual&rbital Method

In the Hartree-Foek method, the occupied or-
bitals are obtained by solving for eigenfunctions
of an appropriate one-particle effective Hamil-
tonian which is derived from a variational px in-
eiple. The unoccupied eigenfunctions of this
Hamiltonian are called virtual orbitals and are
often used to obtain approximate excited state
wave functions. However, such virtual orbitals
are very poor approximations for the excited states
because the effective Hamiltonian, of which they
are eigenfunctions, corresponds to an N-electron
core rather than an (N —I)-electron core. The
alternative of solving self-consistently for each
excited electronic state is quite time consuming
vrhen the entire spectrum of excited states is of
interest. In addition, general open-sheQ tech-
niques have only recently been developed" and pro-
grammed to actually carry out calculations on the
types of complicated open shells occurring in
many of the excited states of 0,.

An intermediate approach has recently been
deveIoped and used by Hunt and Goddard" in which
the form of the Hartree-Pock Hamiltonian is mod-
ified so that the virtual orbitaI. s are good approxi-
mations to the self-consistent excited-state or-
bitals. These orbitals ax'e called imProved virtual
o~bifgfs (1VO) and form variationally optimum
excited-state orbitals within the restriction that
the other H-1 electrons are in ground-state or-
bitals. An approach leading to equivalent vrave
functions has also been suggested and used by
Lefebvre-Brion and Noser, '8 wherein they carried
out configuration-interaction (CI) calculations
using single excitations from appropriate orbi-
tals.

The eigenvalue of the 170, e„,corresponds to
its ionization potential (the ionic limit with orbi-
tal Q„removed) and is generally accurate to 0.2
eV fox Rydberg states. This accuracy can be
achieved because the correlation error for the
excited state is primarily due to the N -1 eleetx'on
core and this core is essentially unchanged upon
ionization (from the excited orbital). In order to
obtain the excitation energy from the ground state
to this particular state, say fII),

-p„,the ioniza-
tion potential c, to remove orbital Q, from the
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ground state is also needed. Homever, Hartree-
Fock calculations generally yield relatively poor
values for ionization potentials from the ground
state (= 1-eV errors) owing to the large correla-
tion errors for cases with doubly occupied orbi-
tals. For this reason the excitation energies 4E
reported here mere obtained by using the calcu-
lated es but the experimental value of e, (note
that e &0):

aZ(f -ft) =e„(caic)—c, (exper) .
The zero-point energy is expected to be the same
in the Rydberg state as in the ion so that if the
adiabatic ionization potential is used in (1), the
resulting ~E corresponds to the T00 value for the
Rydberg state. In addition, since the potential
curve for the Rydberg state is expected to be
paraile1 to that for the (corresponding) ion state
(but lower in energy by es), a single calculation
(say at 8,) for the ground state generally results
in reliable diabatic potential-energy curves for
the Rydberg states.

It is noted that the IVQ procedure is not ex-
pected to be as useful for excited states whose
excited orbital is valencelike (having the size
of n =2 orbitals for 0,). The reason is that, in
this case, it is no longer possible to assume that
the correlation energy is the same in the excited
state and the ion formed with the N - l electron
core. Indeed, in many cases, it is better to as-
sume that the correlation error is comparable
in the ground and valence excited states. In ad-
dition, rearrangements of the orbitals for the
other N - l electrons can have an important
effect on a valence excited orbital. In the case
of Rydberg states, these difficulties are not en-
countered and the IVQ method provides a good
description of these excited states.

B. Calculational Details

For the calculation of the ground state, the 4s3P
contracted Gaussian basis set described by
Dunning" (26 contracted basis functions obtained
from 48 primitive Gaussians) was used. In order
to obtain a good description of (n =3)- and (n =4)-
type Rydberg states a set [4s 3P 2d] of low-ex-
ponent (diffuse) Gaussian functions'0 was added
to the above basis. Large-exponent (valencelike)
d functions mere not used since other calcula-
tions" "have indicated that they have a negligible
effect on the position of the Rydberg states.

The method of forming the IVQ Hamiltonians
is straightforward and outlined elsewhere. "~

The calculations were carried out with the Caltech
SCF/GVB wave-function programs"" and the
Polyatom integral programs. '2

C. Excited States

In the simple-molecular-orbital (MO) model,
the wave function of the ground state of Qm has
the configuration

leading to 'Z~, '4~, and 'Z+~ states. The lowest
ionization limit corresponds to removing the le~
orbital, leaving the core in the X~H state. Below
this ionization limit there are two basic types
of excited states: (a) valence states formed from
transitions such, as lm„ le~ or 30~ - le~, which
are excitations from occupied orbitals into the
partially filled Iw~ orbital; and (b) Rydberg states
formed by transitions from the le~ valence orbi-
tal into 3s, 3p, 4s, 4p, 3d, etc., Rydberg orbi-
tals. These Rydberg orbitals are much larger
spatially than the valence orbitals and correspond
approximately to an atomic orbital with principal
quantum number & 3. The states formed by exci-
tation from the le~ orbital to the valencelike 3c„
antibonding orbital can be characterized as va-
lence states (a) although the 3o„orbital possesses
a moderate amount of diffuse eharaeter.

The T~ values calculated for the Rydberg states
formed by excitation from a lg, MO are summa-
rized in Table I. The final-state orbital is given
in column l. Columns 2 and 3, and 4 and 5, are
the symmetries and excitation energies, for the
triplet and singlet states, respectively. Columns
6 and 7 are, respectively, the average excitation
energy and ionization potential for each Rydberg
orbital. These values were obtained by averaging
the results obtained for the singlet and triplet
states formed from the Rydberg orbital. These
average values show hom the excitation energies
approximately group according to the n and l
quantum numbers of the Rydberg orbital.

The lowest 'II~ and 'II~ Rydberg states, cor-
responding to the orbital transition lm, -3'~,
are calculated to lie 8.23 and 8.34 eV, respective-
ly, above the ground electronic state. The 'II~
state is observed in the electron energy-loss spec-
tra (see Sec. IV) with T„=6.145+0.020 eV but
the 'II~ state was not detected (it might overlap
higher vibrational levels of the observed 'll ).

Excitation from the le~ orbital to a 3pm„Ryd-
berg orbital results in the six Rydberg states
(calculated T 00 lvae uinsparentheses): 'Z„-(9.26),
'&„(9.34), 'Z„'(9.41), 'Z„(9.44), '4„(9.54), and
'Z„' (9.63). The ordering of these states can be
understood by considering just the electron re-
pulsion energy between the lg~ and Spg„singly
occupied orbitals. That is, expanding the two-
electron spatial part of the wave function, e.g.,
for the 'Z„,one obtains (v~+v„—w~ w„'+w„w~
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TABLE I. Theoretical Tpp values {eV) for Rydberg
states of O2. The excitation energies were obtained by
using an IP{lx~)=12.07 eV {Ref.27). All cases are
1vrg

Triplet states Singlet states Average
Orbital {eV) {eV) 4E{eV) IP{eV)

30„ IIg

3p 0.„3II„
3pm„3Z+

3+
3Z»

3 dpi' IIg

3+
3Z»

4sog IIg

4Px„3Z+
3+
3Z»

4d erg IIg

3+

6P x'„3Z+
3+

7.99
8.23
9.98
9.41
9,34
9.44

10.39
10.60
10.68
10.60
10.61
10.96
10.86
10.84
10.86
11.17
11.24
11g23
11.24
11.27
11.32
11.33
11.32
11.32

" 'II
Ilg

II„
iZ+i"
Ilg

iZ+

Ilg

II„
i Z+

1Z»

Ilg
iZ+

IZ»

Ilg
II„

iZ+
i 4f

10.46b
8.34
9.10
9.63
9.54
9.26

10.41
10.64
10.62
10.67
10.62
11.10
10.93
10.91
10.82
11.18
11.26
11.25
11.23
11.27
11.32
11.33
11.33
11.32

8.27 3.79
9.54 2.53
9.43 2.63

10.39 1.67
10,59 1.47

10.60
11,02
10,86

1.46
1.04
1.20

11.16
11.23

0.90
0.83

11.26
11.31
11.31

0.80
0.75
0.76

~ The average of the results for the singlet and triplet
states.

b For the reasons given in Sec. III A, the IVO results
for this valence state are less accurate than those for
the Rydberg states,

—v„'w~ ). If the same orbitals are used for each
of the states, the relative energies of these states
can be expressed in terms of the O'„K„J„K,
electron-repulsion integrals, as in Table II. Since
these integrals should be in the order

J,&K,&J,&K„
the electronic states are ordered as in Table II,
which agrees with the ordering of the IVQ states
(see Table I}. Of these six Rydberg states, only
'Z„is dipole connected to the ground electronic
state. As discussed in Sec. IV, the calculations
and experiments reported herein have resulted
in the assignment of this state in electron energy-
loss spectra. The '&„state is dipole connected
to the '4~ state and transitions between these
states have been studied by Yamawaki and Qgawa, '
who obtain T, =9.32 to 9.35 eV.

Excitation from the 1m, MQ to the 3Pa„Rydberg
orbital results in "H„electronic states. States
of this same symmetry can also be formed by
excitation from the lm, to the 3o„valencelike

TABLE II. Energy expressions for the {1m~){3Px„)
states.

Electron repulsion terms ~

JP XP J2 K2

i Z+
N

iQ

8
3Z+

3Q

1 1
1 1
1 1

-1
1 -1
1 -1

1 1
0 0

-1 -1
1 -1
0 0

-1 +1

9,63
9.54
9.44
9.41
9,34
9.26

a Letting

(0', 0 ply', 0'g) =I ' d'&id'&2 „—4, (&N p(&)4, (~N g (~) ~

+i2

Z, =(~+'~ )w„"v„-'),

J2 = {mg m~ ) X„n„),
SC, =(w,"~'~ w,

"~„-'),
x =(w" ~"[~ ~„-~).

antibonding MQ. Calculations using the IVQ model
place those states formed from the 3o„MQabout
2 eV lower than those formed from the 4c„(=Spo„)
Rydberg orbital. The assumption in the IVQ model
that the correlation error in the excited state is
the same as in the ion state is not as valid for
valence states and should lead to too small an
excitation energy for the 3o„valence states. The
IVQ calculations on these states, included in Table
I for completeness, place the 'II„(V}state at 7.99
eV, whereas it is most likely located about S.5 eV
above the ground state at the g, of the latter.

Since the 'II„valence and Rydberg states differ
by the single-orbital excitation [Sc„-4c„(Spa„)],
the 4c„orbital of the 'II„(R)state must be orthog-
onal to the 3o„orbital of the valence state. This
orthogonality effect is expected to force the 'II„(R)
state to a higher energy than expected for a
"normal" 3P Rydberg orbital. This is indeed the
case as the IVO calculations place the '11„(R)
state at 9.98 eV, which is 0.59 eV higher than
the average of the energies for the other seven
states formed from the 3P Rydberg orbital. . As
will be discussed in more detail below, the "lon-
gest band" at 9.97 eV is thus identified as the
(SPc„)'II„Rydberg state. It is further noted that
the equilibrium internuclear distance R, for the
state at 9.9V eV appears to be close to that fox'

the ground state (R, = 1.21 A), which is about
0.09 A larger than that for the ion state to which
it is converging (R, =1.12 A). This can also be
explained in terms of the intexaction between the
Rydberg and valence 'O„states mentioned above.
That is, this interaction should be greater at
smaller internuclear distances (because of greater
overlap between the Sc„and4o, orbitals) and
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therefore force the Rydberg state to larger inter-
nuclear distances than for a normal 3P Rydberg
state.

The 'II„states appear to be similarly affected
by Rydberg-valence interactions. If no diffuse
functions are allowed in the description of the
'II„(V)state, the 1v, , 3c„exchange integral is
found to be

K,„3=—1.02 eV.

The (3&r„)'II„(V)state would therefore be expected
to be about 2 eV higher than the 'II„(V)state, or
about 10.5 eV above the ground state. By anal-
ogous arguments, the (3po„)'11„(g)state would
be expected at about 9.5 eV, so the lowest 'II„
state might be expected to be mainly Rydberg in
character. However, there is again expected to
be a strong interaction between the Rydberg and
valence 'II„states and the lowest state is expected
to have some valence character. As in the case
of the 'II„states, the DtP assumption that the
correlation energy is the same in the Rydberg
state and ion state to which it converges is not
very good for a state with significant valence char-
acter and hence results in too low an excitation
energy for the (3po„)'Il„state. That is, the
'II„(R)state is calculated to be at 9.10 eV, which
is 0.40 eV below the experimental location based
on the work of Yamawaki and Qgawa. '

D. LS-Versus' Coupling

Yamawaki and Qgawa' have concluded from
photoabsorption studies that JJ coupling is more
appropriate than LS coupling for describing the
"&„(npv„)Rydberg states They .found two pairs
of '4„-'4~transitions, separated by about 201
cm-' [=0.0249 eV, the spin-orbit splitting in the

0,'(X*11 ) state] at energies corresponding to
the 1m~-nPv„(n=4, 5} transitions. However,
they did not find strong evidence for doubling in
transitions to the n =3 Rydberg state. Using LS
coupling, the '4„-'b,„separations are calculated
(Table I) to be 0.20, 0.07, and 0.01 eV for n =3,
4, and 5, respectively. Since the separation for
the n =5 states is smaller than the spin-orbit
splitting, these states are better described by
JJ coupling and should result in apparent '4„- 'b~ transitions separated by 201 cm-'. Using
the calculated '&„—'4„splitting for the n =4 states
(0.07 eV), and including the spin-orbit splitting
observed for the 0,' limit (0.025 eV}, results in
JJ -coupled ('n„, '4„)states separated by about
0.08 eV. Based on the appropriate energy dif-
ferences, the '4„state has a 15% singlet charac-
ter, and vice-versa. For the n =3 states, the
mixing of the other spin component should be less

than 5%. The calculations reported here indicate
that the appropriate coupling is LS coupling for
the n =3 states, JJ coupling for the n =5 states,
and perhaps intermediate coupling for n =4. This
is in reasonable agreement with the experimental
findings of Yamawaki and Qgawa. '

TABLE III. Comparison of theoretical and experimen-
tal 1m~ gz excitation energies.

State

Theoretical
6E(eV) Experimental b, E(eV)

This work Lindholm Ogawa This work

3 Sfrs 3II
1ri,

3p0„3II„

3P~„'Z„-
3+
3g+
3g~

n
1

Ig+

3dfrg IIg
1II,

3d7lg Z3'
3g+
3g»
1

1g+

4 sf' Ilg

4p 0'„ ll„
Iln

4p ~„'Z„-
3+
3gw

3g+
1+
1g+

8.23
8.34
9.98
9.10"
9.26
9.34
9.41
9.44
9.54
9.63

10.39
10.41
10.57
10.58
10.60
10.60
10.62
10.64
10.6i
10.62
10.96
11.10
10.82
10.84
10.85
10.86
10.91
10.93

9 77

9 59
9.32
9.34
9.45

10.77

10.78

9.50

9.32-9.35

10.83(g =1.20) b

10.80

8.145*0.02

9.97

a The symmetries of these states have been reassigned
on the basis of the work by Yamawaki and Ogawa (Ref. 5)
and that reported here.

This state appears to contain a large amount of both
valence (3o„)and Rydberg(3pa„) character.

E. Comparison with Other Calculations

There have been very few other calculations
reported for the excited states of Q, . LeClercq"
used the single-excitation (CI) approach of
Lefebvre-Brion and Moser, "which leads to wave
functions which are equivalent to the IVQ results.
However, the set of expansion functions (the
basis) used in their calculations was a minimum
basis consisting of one Slater orbital for each
atomic orbital plus one additional Slater function
on each center for each of the n=3 and 4, s and

P, Rydberg orbitals. This basis is less than half
the size of that used in the calculations reported
here (and also does not contain diffuse d-basis
functions) and may not be sufficiently flexible to
describe the excited states properly. As a re-
sult, they found that the 'II„(3po„)state had about
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the same energy as the other spo„and Spm„states
(e.g., they report the difference between 'Z„and
'll„to be O.OS8 eV). This small splitting between
'Z„-and 'II„is due to the restrictive nature of
their basis, which did not have sufficient flexibil-
ity to allow the valence 'II„(So„)state to be below
the Rydberg 'II„(Spo„)state.

A one-electron pseudopotential calculation was
carried out on the Rydberg states of O, by Betts
and McKoy (BM).'4 An exact pseudopotential (as
described, for example, by Phillips and Klein-
man") has the effect of the Pauli principle built
into the potential and leads to correct energies
for excited orbitals even though the orbitals are
not orthogonal to the core orbitals. " The pseudo-
potential used in the BM calculations was of a very
simple semiempirical form. Since they considered
only a one-electron problem, they did not distinguish
between states of the same orbital configuration
(for example, between 'll„and 'Il„states or
between 'Z„-, '4„,and 'Z„' states). In addition,
since this method does not include the lower va-
lence states, they found essentially no splitting
between the 'Z„and 'Il„states (whereas a split-
ting of 0.8 eV is found in the ab initio calculations
reported here).

Based on IVO calculations" on N, and CO, the
results from the present calculations are ex-
pected to agree well with experiment. This ex-
pectation is substantiated by comparing the ex-
perimental and theox etical ordering and excitation
energies summarized in Table III for the 'II~,

'&„,P'Z„', '&„,a'Z+, and 'II„Rydberg states.
It is seen that not only is the ordering generally
correct, but for many states, the experimental
excitation energy is close to the predicted value.

IV. RESULTS

A. Location of the Gz Rydberg State and

the Stability of 0~ ( II~)

The structure that appears on top of the Schu-
mann-Runge continuum, in the electron energy-
loss spectra such as those shown in Fig. 1, is
assumed to be due to the (Sso~ ) 'II~ Rydberg state
PII, (R)], based on comparison with the calculated
location and the angular dependence of its dif-
ferential cx oss section. The locations and rela-
tive intensities for excitation of the vibrational
levels of the 'II~ (R) state could be obtained di-
rectly from spectra such as those shown in Fig.

Table IV contains the measured locations
[relative to X'Z~-(s' =0)], the spacings, and the
relative intensities, for the vibrational levels of
this state. The analogous quantities known for
the X'II~ state" of Q,+, and those for the negative-
ion stateand formed from the Sso~ Rydberg state
are also included. The measured spacings for
the 'II~ (It) state do not agree particularly well
with those for the 0,+ ('II~ ) state to which it is
converging. The relative intensities are in some-
what better agreement except for v'=0, which
is about 50% larger than might be expected from

TABLE IV. Comparison of the vibrational spacings and relative intensities observed for the
0,('rr, ), O, '('H, ) and O,-{'n,) states.

02(3' )
Spacing Relative

(eV) intensity

o,'('rr, ) '
Spacing Relative

(eV) intensity

o,-('rr, ) '
Spacing Relative

(eV) c intensity

8.145+ 0.020

8.366+ 0.020

8.610+ 0.020

8.825+ 0.020

0.222

0.244

0.215

1.00

0.80

0,232

0.228

0,224

0,220

0.216

0.517

1.000

0.796

0.337

0.0818

0.0114

0.215

0.245

0.240

0.195

1.00

R Reference 27.
Reference 1l(b), Table IV, and text. The structure be@veen 8.0 and 9.0 eV is assumed

here to form a vibrational series.
c The pairs of numbers given in Table IV of Ref. 11(b) have been averaged to obtain these

values.
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the Franck-Condon factors for excitation to the

0,+ ('Il, ) state .Transitions to vibrational levels
of the 'II~ (R) state greater than v' =8 were not
observed and are expected to be weak since the
potential-energy curve for 0, 'lI, (R) should be
similar to that of 0,'('II,). These higher vibrational
levels could well be present, and weak as ex-
pected, but masked by the steep slope of the high-
energy-loss side of the Schumann-Runge contin-
uum (Fig. 1).

Comparison of the spacings and relative inten-
sities given in Table IV leads to two additional
observations which help in locating the 'Il, (R)
state.

(a) The ratio of the intensity of the v'=1 level
to that for v'= 0 is considerably smaller than ex-
pected from what is known about the 0,(X'Z, )
-0,'(X'Iis) transition, but agrees well with the
same ratio determined for the 0,(X'Z~)-0, ('Iis)
transition. " That is, both the energy-loss dataand
the resonance dat:a lead to a (v' = I)/(v' = 0) ratio
close to 1.36 while the Franck-. Condon factors for
ionization" predict a value of 1.94 for this ratio.
The most direct interpretation for this difference
is that the internuclear distance for the 'Ils (R)
state is somewhat. greater than that for the positive
state [R,(ion) = 1.11 I A] to which it is converging.

(b) The spacing between vibrational levels 1

and 2 in both the 'II~ (R) and 0,-('11~ ) states is
anomalously large compared to the spacing be-

tween v' =0 and 1, and to that expected from the
corresponding spacings in the 0,' (XsIIs ) ion state.
If all the structures observed by Sanche and
Schuls" &b ' between 8.0 and 9.0 eV [see Fig. 5 and
Table IV of Ref. 11(b)] are assumed to be asso-
ciated with vibrational levels of the same parent
state, the averaged vibrational spacings assigned
to the 0, (*Ils) state in Table IV are obtained.
The vibrational spacings (E„,-E„,) for the three
electronic states given in Table IV are plotted in
Fig. 2 as a function of the vibrational quantum
number v' for each particular state. The data
given for the 0, (sii~) state are the average of
the maximum and the minimum for each feature
tabulated by Sanche and Schulz. "~ ' From Fig. 2

it is evident that both the 0, ('11~) and Oa ('II~)
states demonstrate the same large spacing be-
tween v' = 1 and 2; thus this anomaly is real and
not an artifact of the present experimental work.
Qne possible explanation for the large spacing
observed in the 'lI, (R) state is that it is due to
perturbations produced by the crossing, between
vibrational levels v'=1 and 2, of one or more
repulsive-potential-energy curves. There are
three lower-lying valence states for which the
repulsive inner portions of the potential-energy
curves are expected"" to cross the 'II~ (R) state.
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FIG. 2. Vibrational spacings (E„--E„-~) (eV), as a
function of e', for the (ssog sII~ Rydberg state as deter-
mined from the energy-loss spectra. The spacings
previously determined for the Ot ( II~) state by Sanche
and Schulz + and for the 02 (2II~) by Albrittonet aL.
(Ref. 27) are shown for comparison.
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FIG. 3. Potential-energy curves for some of the Ryd-
berg and valence excited states of 02 obtained by com-
bining the present experimental and theoretical work
with the other existing data. The curves for the B state
of 02 and the X state of 02+ were taken from Albritton
et al, . (Ref. 27). The curve for the SII~ Rydberg state has
the same shape as for the X state of the ion but has been
shifted slightly to larger internuclear distance to allow
a larger Franck-Condon factor for excitation of e' = 0.
The repulsive curves for the II„and II~ valence states
have been placed relative to that for the B state by the
calculations of Schaeffer and Harris (Ref. 28) and of
Schaeffer and Miller (Ref. 29). The repulsive portion of
the II~ valence state has been drawn so as to be consis-
tent with the present work and the previous calculations
(Ref. 28).
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They are the 'II» (V), 'II„(V),and B'Z„-(V)states.
Based on the calculations of Schaeffer and
Harris, "the 'II, ( V) state is expected to cross the
'II, (R) state at an internuclear distance equal to
or smaller than that associated with its minimum.
On the other hand, the 'II„(V)and 'Z„-(V)states,
whose potential-energy curves rise more steeply
than that for the 'II» (V) state at these internuclear
distances, probably cross the 'II» (II) state at
internuclear distances greatex than its minimum.
Figure 3 shows the potential-energy curves for
the valence and Rydberg states located so as to
be consistent with the available experimental and
theoretical information on the states in this region.
In drawing these curves, heavy solid lines were
used for the states which are reasonably well
known, as determined by Albritton et al.27 and
the present work. The potential-energy curves
for the repulsive valence states (dashed curves)
were taken from the calculations of Schaefer and
Harris, "and Schaefer and Miller, "but positioned
with respect to both the internuclear and energy
axes by using the experimentally determined posi-
tion" for the B'Z„(V)state. The shape of the
potential-energy curve for the 'II» (R) state has
been drawn to be the same as that for the 0,'
(X'll» ) state" but displaced to larger internuclear
distances to be consistent with the greater rela-
tive probability of exciting u' =0 of the Rydberg
state, as discussed above. The potential-energy
curve for the 'II» (V) state cannot yet be located
as accurately as for the other states but the com-
bination of the calculations" and the analysis of
the present data (see below) suggests that the
'II» (V} state crosses on the left-hand side of the
'II» (R) state.

The interpretation given above and in Fig. 3
differs somewhat from that given by Sanche and
Schulz. "tb~ They suggest that the 'II, (V) state
crosses the 'Il» (R) state near the potential mini-
mum and, because of an avoided crossing be-
tween states of the same symmetry, produces a
complete predissociation of the Rydberg state.
The negative-ion state associated with the 'II» (V)
state is then required to cross the stable O, ( II» )
state between v' = 1 and 2 in order to explain why

only two shmP levels were observed in their mea-
surements. However, the lowest four vibrational
levels of the 'Il, (R) state appear in the energy-
loss spectra and therefore this state possesses
a mell-defined potential well. Based on the in-
formation that is available, it is plausible that
all the structure observed by Sanche and Schulz"~b~
between 8 and 9 eV is associated with the O;( II» )
state, and that the change in character of their
spectra in that energy region is due to perturba-
tions from one or more repulsive valence states.

It is noted that despite the fact that the 'II, (V)
and 'II, (II) states have the same many-electron
symmetry, they should be considered as two in-
dependent states in treating dynamic processes
in O, . The reason is as follows: The 'II, (V) state
has the MO configuration (. . .3c» ls'„ls» ) while
the 'll, (R) state has the configuration (. . .3c»» ln„
lv» 3sc» ). The CI matrix element coupling these
states is therefore

ff„=('11,(V) lffl*ll, (R)) =& 3o, lA;„,I3so, &, (2)

where &y is the usual exchange operator. The
value of this interaction matrix element is 0.0j.5
eV. Thus the spatial width of the crossing region
is Ag & 0.01 A, during which distance the adiabatic
wave function changes from 'II, (V) to 'II, (R). This
AR is sufficiently small that the Born-Qppen-
heimer coupling terms should dominate, leading
to two crossing diabatic states, 'Il» (V) and 'II» (R).

This situation in 9, appears to be analogous to
the Rydberg, non-Rydberg perturbations observed"
in N~ in which the homogeneous pex'turbations be-
tween valence and Rydberg states of the same
symmetry cause shifting of certain vibrational
levels by 200 to 300 cm '. The values given in
Table IV indicate that e' = 1 and 2 of the 0, 'II, (R)
state have been shifted by about 210 cm-' (0.026
eV). A similar argument can also be applied to
the negative-ion states which result from these
'll» states and suggests that the 0, -('ll» ) state
may still be bound above v' = 1 but more strongly
perturbed than the lower levels.

The model that has been implicitly assumed in
discussing the electronic states of 9, involves the
usual Born-Qppenheimer separation of electronic
and nuclear motion (neglect of nonadiabatic terms),
and neglect of the spin-orbit and spin-spin interac-
tions in the total Hamiltonian. Kronig's selection
rules, "which were derived from consideration
of these additional terms, provide a guideline for
determining which electronic states will interact
and hence those states that could be responsible
fox the perturbations observed in the vibrational
spacing of the 'II» (R) state. The two selection
rules of relevance here are (a) the requirement
(rigorous} that the two electronic states have the
same inversion symmetry, and (b) the require-
ment (approximate) that they have the same multi-
plicity. Of the electronic states presently known
to be near the 'II»(R) state, only the "II»(V) and
'II» (R) states satisfy selection rule (a). However,
because the 'IIt states violate the approximate
selection rule (b), they are most likely not re-
sponsible for a perturbation in the vibrational
spacing of the magnitude observed (0.026 eV =210
cm '). The B'Z„(V) and 'II„(V)states are also exclud-
ed on the basis of selection rule (a) above, even
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though they probably cross the'Ii~(R) state near v'

= 2. The combination of all the experimental and

theoretical information on the *11,(R) state leads to
the suggestion that ihe 'II~( V}state is responsi-
ble for the observed perturbation in the vibra-
tional spacing. In addition, the available evidence
suggests that the valence state crosses (or grazes)
on the left side of the Rydberg state, probably be-
tween v'=1 and 2.

It is also noted that the four peaks in the energy-
loss spectra that are assigned to the 'Il, (R) state
are believed to be associated with only one elec-
tronic state, rather than a combination of the
'II~ (R) and 'II~ (R) states. This bebef is based on

the fact that, within experimental error, all four
peaks demonstrate the same angular distribution
at 45-eV incident-electron energy, for scattering
angles from 10' to 70'. lf one or more of the ob-
served peaks is due to the 'II~ (R) state, its angu-

lar distribution would be expected to differ sub-
stantially from that for those associated with the

'll, (R) state.
The stability, or binding energy, of the loosely

bound electron in the 0; ('II~ ) state, with respect
to the parent 0, ('II~) state, can be estimated by

combining the results on the negative-ion state
with the present results. The lowest vibrational
levels for the 0,- ( II, ) and 0, ('II~ ) states are at
8.045 and 8.145 eV, respectively. The electron
ln the Og ( ljg }state is therefore bound by about

0.10 eV with respect to the parent 0, ('II~ ) state.
This is somewhat smaller than that expected based
on comparison with other core-excited reso-
nances. "&b&

S. Location of the Lowest Dipole-Allowed

Rydberg States

The theoretical predictions as to the location of
the dipole-allowed Rydberg states, presented in

Sec. III, are combined in this section with the

energy-loss measurements and other data on these
Rydberg states to produce an ordering of the Ryd-

berg states which is consistent with all the infor-
mation.

The "longest" band'~ at 9.97 eV and "second"
band" at 10.29 eV are known to represent dipole-
allowed transitions because they are strong in

both photon absorption" and high-energy, small-
angle, electron energy-loss spectra. ' It has not

yet been possible to perform a rotational analysis
on either of these bands because of their diffuse
nature and hence it is not known whether they
represent vibrational levels of the same electronic
state or levels of different electronic states.
Based on the expected quantum defects for exci-
tation to a 'Z„-state, Lindholm suggested that

the 9.97-eV feature is the third vibrational level
of the 'Z„--X'Z» progression beginning at 9.32
eV, and the second (10.29 eV) and third (10.58 eV)
bands are vibrational levels four and five, re-
spectively. Although this is a possibility, the
measurements of Tanaka" on the pressure broad-
ening of these bands indicate that they belong to
different electronic states. That is, the longest
and third bands pressure broaden primarily toward

long wavelengths while the second band pressure
broadens more toward short wavelengths. In

addition, TanataL found the third band (10.58 eV}
to be much weaker than the other two at low pres-
sure. However, it is noted that the different pres-
sure dependences for these strong bands could be

due, in part, to the presence of overlapping bands

within the band shape which come from two or
more different electronic states having different
sensitivity on pressure. The recent work by
Yamawaki and Ogawa shows that certain of these
strong features are indeed composed of levels
from two or more electronic states.

In the calculations reported here, the 'II„state
is predicted to be 0.54 eV higher than the 'Z„-
state, which is calculated as the lowest dipole-
allowed state (Table I}. In addition, the discussion
of the differential cross sections in Sec. IV C in-
dicates that the features in the energy-loss spec-
tra at 9.55 and 9.77 eV are due primarily to
vibrational levels of the same electronic state,
for which the feature at 9.31 eV may represent
v' =0. This grouping of these three features was
first suggested by Lindholm'2 and appears to be
correct based on the theoretical results given
above and the experimental data discussed in Sec.
1V C. The (Spw„) 'Z„-state is therefore tentatively
placed at TOO=9.31+0.02 eV, athough v'=0 could
be even lower and buried in the Schumann-Runge
continuum.

The e' =0 level of the (Spo„}'Il„stateis believed
to be located at 9.97 eV, although this interpreta-
tion is more difficult to support with experimental
results. That is, the relative intensities of the
features at 9.97 eV, 10.29 eV, and above in no

way resemble that expected for a Rydberg state
converging to 0,+ ( II, ). It is reasonable to as-
sume that the 'II„(R)state has an internuclear
distance fairly close to that for the 0, (X'Z )
state, which would result in v' =0 having by far
the greatest intensity. Such a shift in the position
of the ~II„(R)state could be a result of the orthog-
onality requirement (Sec. III}between the (Spa„)
Rydberg 'II„(R)state and the lower (So„)valence
state. As discussed in Sec. III, this orthogonaUty
effect should be stronger at smaller internuclear
distances and should result in the Rydberg state
having a larger equilibrium distance. This inter-
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pretation is consistent with the electron energy-
loss and photon absorption measurements.

As a final argument in favor of assigning the
'Z„-as the lowest dipole-allowed Rydberg state,
a comparison is made between the theoretical
oscillator strengths for excitation of the 'Z„-(R)
and 'II„(R}states, and the relative intensities
observed in photon absorption" and small-angle
electron scattering. ' The transition moments,
calculated using the dipole-length approximation
and the IVQ wave functions, for the transitions
from the ground state to the lowest 'Z„-(R)and

'II„(R)states, are 0.0513(ea ) and 0.138(ea,), re-
spectively. The corresponding absorption oscilla-
tor strengths are calculated (using the theoretical
excitation energies) to be 6.2 x 10 ~ and 9.4 x 10 ',
respectively. The 'II„(R)state is therefore pre-
dicted to appear at least an order of magnitude
stronger than the 'Z„(R)state in photon absorption
or small-angle electron scattering. The experi-
mental data'" show that the 9.97-eV longest band
is indeed at least 10 times stronger than any of the
features at 9.31, 9.55, or 9.77 eV. A more quanti-
tative comparison of the relative strengths of the
'II„(R)and 'Z„(R)states using experimental data is
not possible because it is not yet certain which, if
any, of the features appearing at higher excitation
energy are vibrational levels of the 'II„(R)state.
For the purposes of identification, the above com-
parison is sufficient to substantiate the assignment
of the 'Z„-state as the lowest dipole-allowed Ryd-
berg state.

Io'
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I0.29 eV

which shows the intensity ratio of the 9.97- and
10.29-eV features. This ratio has a peculiar
shape, which is believed to be due to the presence
of other electronic states within the envelopes
of the 9.97- and 10.29-eV features. If the over-
lapping electronic states have sufficiently different
angular distributions, an unusual shape in the
ratio, such as shown in Fig. 4, can result. The
fact that the 9.97- and 10.29-eV features have
different differential cross sections for scattering
angles greater than about 20' can also be seen
from Fig. 5 and 7 of Ref. 9(b}.

The recent photon absorption work of Alberti
et al. ' and of Ogawa and Yamawakise have placed
v'=2 of the a'Z+ state at 9.92 eV, and v'=3 of
the P'Z„' state at 10.05 eV. Both of these levels
are close enough to the 9.97-eV feature that they
would be unresolved in the present energy-loss
experiments and both would be expected to have
a differential cross section that differs substan-
tially from that for the dipole-allowed component
in the 9.97-eV feature. That is, the Z+ states
are known" to have a vanishing differential cross
section as the scattering angle approaches zero
degrees for excitation from X'5;, and hence
reach their maxima at intermediate scattering

C. Differential Cross Sections for

Several Inelastic Features

Energy-loss spectra such as those shown in Fig.
1, taken as a function of the scattering angle, are
useful for obtaining information about the many-
electron symmetry of the excited electronic states
involved in the various inelastic features. ' The
analysis of such spectra has proved successful
in earlier work ~ ~ on the valence excited states
of O„andwill be extended here to the Rydberg
states in an effort to determine their symmetry
from the experimental data.
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1. II~ Rydberg State

Figure 4 shows the ratio of the scattering inten-
sity of v'=1 of the 'II (R) state to those of the
9.97-eV (longest band) and 10.29-eV (second band)
features, and the intensity ratio of the latter two,
as a function of the scattering angle for an incident
electron energy of 45 eV. It is noted that the ratio
(v' = 1)/9.97 eV has a different angular dependence
than the ratio (v' = 1)/10.29 eV. The cause of this
difference is shown in the lowest curve in Fig. 4,

IO
Io'
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FIG. 4. Ratio of intensity of the v' =1 feature from
the II~ Rydberg state to that of the 9.97 and 10.29-eV
bands (left-hand ordinate), as determined from the
energy-loss spectra, as a function of the scattering
angle, for 45-eV incident electrons. Also shown is the
ratio of the intensities for the 10.29- and 9.97-eV fea-
tures (right-hand ordinate). The error bars shown in-
dicate the typical uncertainty believed to be present in
these ratios.
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angles. The theoretical results given in Sec. III
(Table I) show that the (3do, ) "II,Rydberg states
should have T«values near the 10.29-eV feature.
The presence of the additional states within the
envelopes of the 9.97- and 10.29-eV features could
therefore be responsible for the behavior of the
ratio of the 10.29- and 9.97-eV features shown in
Fig. 4.

The ratio 'II~ (v' = 1}/10.29 eV in Fig. 4 (in spite
of potential overlap) does display the general be-
havior expected'~ for the ratio of a symmetry-
forbidden to a dipole-allowed transition, for in-
cident energies sufficiently above threshold. That
is, the ratio is small at small scattering angles,
but increases by about an order of magnitude as
the scattering angles increases. This is because,
for incident electron energies sufficiently above
threshold, the dipole-allowed transitions are more
strongly peaked in the forward direction than the
symmetry-forbidden transitions. This ratio for a
spin-forbidden transition, which has qualitatively
the same behavior, can be distinguished from that
for a symmetry-forbidden transition, because for
the former, the ratio at larger scattering angles
is two or three orders ef magnitude larger than
what it is at the smaller scattering angles. '~ )

This information, combined with the theoretical
results, allows identification of the inelastic
features observed on top of the Schumann-Runge
continuum as belonging to the 'II~ state.

2, Features at 9.31, 9.55, and 9.77 e V

The angular distributions of the other fairly
well-defined features appearing in the energy-loss
spectra at 45 eV can also be studied. They can
be recognized in Fig. 1 as a shoulder on the high-
energy-loss side of the Schumann-Runge contin-
uum at about 9.31+0.02 eV, a well-defined peak
at 9.55+ 0.04 eV, and a reasonably well-defined
peak at 9.77+0.02 eV. The uncertainty in the
energy location for the upper and lower of these
three features is due to the fact they are partially
overlapped by much stronger components in the
spectrum and hence are difficult to locate accu-
rately. As will be discussed below, the maxi-
mum of the 9.55-eV feature shifts somewhat de-
pending on the scattering angle, which results
in the uncertainty stated for this feature Some.
information as to the symmetry of these features
can be obtained by plotting the ratios of the inten-
sities of these features to that for the longest
band (9.91 eV} and the second band (10.29 eV), and
to each other, as a function of the scattering angle.
This has been done in Fig. 5 for the 9.55- and
9.'7'7-eV features. The 9.31-eV feature has not
been analyzed because of the difficulty in account-
ing for the steeply rising background from the

Schumann-Runge continuum upon which this fea-
ture is superposed. The symbols in Fig. 5 repre-
sent the data and smooth curves have been drawn
through them to aid in identifying their shapes.
The first point to be noted from this figure is the
striking similarity of the angular dependence for
the ratios of the 9.55- and 9.77-eV features to the
longest and second bands. Except for differences
for scattering angles less than 20', the ratios of
these two features have essentially identical an-
gular dependences. The most probable explana-
tion for this fact is that the 9.55- and 9.7'7-eV
features represent transitions to different vibra-
tional levels of the same electronic state, as has
been suggested in Sec. IV C1. Because of the
presence of these features in photoabsorption
spectra and in small-angle high-energy electron
energy-loss spectra, the parent electronic state
must be connected to the ground electronic state
by dipole selection rules. For the reasons given
in Sec. IV C1, the choice most consistent with
the available experimental. and theoretical infor-
mation is that this state is the lowest (3pv„)'Z

„

Rydberg state.
Although the ratios of the 9.55- and 9.77-eV

features to the longest and second bands are re-
markably similar, the ratio of the 9.77- to the
9.55-eV feature indicates that there are some
small differences at the lower scattering angles.
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FIG. 5. Ratio of the intensities for the 9.55- and 9.77-
eV features to that for the "longest" band (9.97 eV) and
"second" band (10.29 eV), as a function of the scattering
angle, for 45-eV incident electrons. Also shown is the
ratio of the intensities of the 9.77- and 9.55-eV features.
See Sec. IV for discussion.
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this effect most likely can be attributed to con-
tributions from v' = 1 of the P'Z+ state and/or
v' =1 of the '4„progression.

Figure 6 shows the normalized differential cross
sections obtained from the energy-loss data for
the 'Il, (R) state and the 9.55- and 9.77-eV features.
These cross sections were obtained by combining
the ratios shown in Figs. 5 and 6 with the normal-
ized differential cross sections for the 9.97- and
10.29-eV features obtained by Trajmar, et al. '~ ~

One notes from the figure that the differential
cross section for the 'II~ falls off less rapidly
with increasing scattering angle than do the 9.55-
and 9.77-eV features, for scattering angles greater
than about 30 . This is a distinguishing character-
istic when comparing symmetry-forbidden and
dipole-allowed transitions, as has been discussed
earlier.

-9.55 eV

o-9» ~v

0 20 40 60 80 I 00
SCATTERING ANGLE (deg)

FIG. 6. Normalized differential cross sections for
excitation of the H~ and the 9.55- and 9.77-eV features,
as a function of the scattering angle, for electrons of
45-eV incident energy. The data points were obtained
by combining the ratios in Figs. 4 and 5 with the differ-
ential cross sections for the 9.97- and 10.29-eV features
obtained by Trajmar et al, . [Ref. 9(b)j. The bvo data
points at certain of the scattering angles means that both
the 9.97- and 10.29-eV features were used to obtain an
absolute value.

The recent high-resolution photoabsorption work
of Alberti et al. ,

' Qgawa and Yamawaki, "and
Yamawaki and Ogawa' has resulted in the identi-
fication of vibrational levels for the (n =3) p'Z'
'4„,and 'II„electronic states, which are proba-
bly contributing to these electron energy-loss fea-
tures. Specifically, for the P'Z'„, '&„,and 'II„
states v' =1, v'=1, and v'=0, respectively, are
calculated" to fall at least partially within the
envelope of the 9.55-eV feature, and v'=2, v'=2,
and v' =1, respectively, fall within the envelope of
the 9.77-eV feature. Since the Z' state is not ex-
pected to contribute at the small scattering angle
owing to the Z + Z' selection rule, "only the
'4„and 'II„states can appreciably contribute
there. The fact that the 9.77-eV feature increases
relative to the 9.55-eV feature can be attributed
to the presence of v'=1 for the 'II„state almost
precisely under the 9.77-eV feature, while v'=0
for this state is about 0.05 eV below the maximum
of the 9.55-eV feature. The maximum intensity
for the 9.55-eV feature is observed to broaden
toward higher energy loss as the scattering angle
is increased from smaller to larger scattering
angles. The resolution used in these experiments
was not sufficient to resolve the structure but

V. SUMMARY

In this paper ab initio quantum-mechanical cal-
culations on the location of the Rydberg states of
O„and electron energy-loss data which show
some of these states, are reported. These re-
sults are then correlated with electron transmis-
sion and photon absorption measurements to iden-
tify and locate the first (n =3) members of the
Rydberg series (nso~ ) 'II~, (npw„)'Z„-, and (npo„)
'Il„,which converge to the 0,' ('II, ) state. These
lowest members are located at T~ =8.145+0.020,
9.31 (or possibly 9.05), and 9.97 eV, respectively.
The combination of the information indicates that
the (3so, ) 'II, state is crossed on the left near
v' = 2 by the 'II~ (V) state and has an equilibrium
internuclear distance greater than that for the
0,' ('II, ) state. Comparison of the location for
the 0, ('II~ ) state with the present results for
the 'lI, (R) state results in a binding energy of
0.10 eV for the 'II~ (R) state plus an electron.

The 'Z„(R)state is determined to be below the
'II„(R)state as a result of the good agreement
between the calculated and measured locations
and relative intensities for these two states.
The 'II„(V)state is believed to have a strong
effect on the 'II„(R)state and produce an equilib-
rium internuclear distance for the 'II„(R)state
which is closer to that for the 0, (X'Z~-) state
than to the 0,+ ('II~ ) to which it is converging.

Normalized differential cross sections for ex-
citation of the Rydberg 'II~, 'Z-„, and 'II„states
have been obtained, for incident electrons of 45-eV
energy.
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