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X-Ray prodnction by protons of 2.5-12-MeV Energye
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Characteristic K-shell x-rays produced by proton bombardment of Mn, Fe, Ni, Cu, Zn, Y, Mo, Ag,
and Cd targets have been obstmred for incident energies between 2.5 and 12 MeV. Absolute cress
sections for E-shell ionization have been determined and compared to the predictions of the plane-wave

Born approximetion (P%8A) and bhmy~counter approxi~~tion (BRA) theories. The (SEA) theory is
found to give better agreement at lower bombarding energies and higher Z, while the P%SA fits the
data better at lower Z and higher bombarding energies. I.e, I P, and Ly cross sections for Pb are
also presented as a function of energy between 2.5 and 12 MeV.

INTRODUCTION

The development of modern variable-energy
accelerators and high-resolution energy-disper-
sive x-ray detectors has renewed interest in the
production mechanisms of charged-particle-in-
duced x-ray emission. The paper of Merzbacher
and Lewis' summarizes the history of the early
x-ray cross-section measurements and shows
that a plane-wave Born approximation (PWBA)
can reproduce the qua1itative behavior of the X-
shell electron ionization cross sections as a
function of incident energy over more than four
orders of magnitude for a wide range of targets.
More recently the binary-encounter approxima-
tion' (BRA) and the impact-parameter approach, '
among others, have attempted to improve the
quantitative agreement of theory with experiment.
However, this task is complicated by the fact that
most of the older data available were obtained
from thick-target yield measurements and only a
few targets have been investigated at proton en-
ergies above 3 MeV. Table I summarizes the
available thin-target data above 2 MeV for the
nuclei under study. The aim of the present paper
is to provide accurate thin-target X-shell cross
sections for a variety of targets at proton energies
between 2.5 and 12 MeV.

Targets of ¹i,Cu, Fe, Mn, Zn, Y, Mo, Ag,
Cd, and Pb were bombarded with 2.5-12-MeV
protons produced by the model EN tandem Van de
Gr~a&f at Rice University The experimental ap-
paratus is shown in Fig. 1. The beam entered the
scattering chamber after passing through carbon
defining slits and was dumped in a magnetically
suppressed Faraday cup after passing through the
target. X rays were measured at 90' with respect
to the incident beam, and a collimator system
defining a solid angle of 5.06x10 ' sr was provid-

ed to minimize in-scattering from areas outside
th'e target beam spot. The count rate measured
with no target present was negligible and displayed
no peak structure. Polyethylene lining was used
on the walls of the chamber to prevent secondary
production of x rays in the energy regions being
studied, and a magnet surrounding the x-ray
collimating slits prevented scattered electrons
from producing x rays that could enter the de-
tector.

X rays produced by the proton beams were de-
tected in a 30 mm'x 3 mm Kevex Si(Li) detector.
Before entering the crystal, the x rays suffered
some attenuation in a 0.0025-cm Mylar chamber
window, a 0.32-cm air gap, and a 0.0025-cm Be
detector window. The detector output was fed to
a pulsed optical-feedback preamplifier and a
biased amplifier set to a dynamic range of 3-30
keV.

The beam and target thickness were monitored
with a surface-barrier detector mounted at 150'
with respect to the beam axis. This counter sub-
tended a solid angle of 1.17X 10 ' sr and was used
to measure the count rate of elastic scattering
from each target. The beam current was inde-
pendently measured by integrating the output of
the Faraday cup. The beam integrator's digital
output was calibrated to 1% with a standard cell
and precision register. Target thicknesses were
obtained at 2.5 and 8.0 MeV (where the elastic
scattering was assumed to be Rutherford to within
10%) and at other points where reliable elastic
scattering data were available. The 3-MeV points
were taken before and after the measurement to
allow corrections to the data for target-thickness
losses. The changes in target thickness during
the experiment were less tlmn 8%. The target
measurements are summarized in Table II.

The x-ray and particle spectra were collected
and stored by the BONER on-line data-collection
system used with an IBM 1800 computer. Busy
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Element Shell Energy (MeV) Target Reference

Zn
Y

Mo

Ag

Cd
Pb

0.6-6
160
1-3
5-28
1-3
160
1-3

0.6—6
above 2 MeV

2 4
160

1.7-288
160
2-30
1-3
2-30

above 2 MeV
1.92-288

160
1.5-425

1-3

X
No data
E

No data
X

Foil
Foil
Foil
Foil
Foil
Foil
Foil
Foil

Thick
Foil
Thick
Foil
Foil
Foil
Foil

Thick
Foil
Thick
Foil

10
5
9

9
5
9

10

s Portions of this table a&ere obtained from Ref. 11.

TABLE I. Summary of proton-induced x-ray-produc-
tion measurements.

Pileup corrections were made by measuring the
pileup from a radioactive source as a function of
counting rate and x-ray amplifier dead time.
These results were used to extrapolate a pileup
correction factor for each data point.

The detector efficiency was measured with ' Mn,
6'Zn, "Co, and "'Am sources placed in the target
geometry. The ' 'Am source was fabricated by
evaporating a small drop of Am(NO, ), solution on
a Mylar backing and was calibrated by measure-
ment of the n intensity in a surface-barrier de-
tector of known solid angle. The "Co source was
purchased from Isotope Products Laboratories
and was checked against a similar source obtained
from and calibrated at Oak Ridge National Labora-
tory. The '~Mn and "Zn sources were also ob-
tained from and calibrated at Oak Ridge. Branch-
ing ratios were obtained for ' Mn, ~Zn, and '~Am
from Ref. 22, and ratios for '~Co from Ref. 23.
Corrections were done for self-absorption in the
sources and chamber windows. The "intrinsic"
efficiency data obtained from factoring out the
solid angle is shown in Fig. 2. The data were fitted
with a function of the form

outputs for the x-ray amplifier and the computer
allowed dead-time corrections to be calculated.
Pileup losses were kept under 4% by maintaining
count rates between 600 and 1000 counts/sec.

where fa„ f„„,f„are the t. ransmissions through
the Be detector window, the Au electrode layer,
and the planar silicon dead layer, respectively.
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FIG. 1. Experimental apparatus used in the measurements.
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TABLE II. Summary of target measurements. TABLE III. K x-ray-production cross sections (b/sr).

Thickness b

Yarget (pg/cm ) Normalization data
Fluorescence

yield c
Energy Mn

(MeV) KeP
Fe

KaP
Ni

KO.P

Cu
KnP

Zn
KuP

Fe

Ni

Cu

Zn
Y

Mo

Ag
Cd
Pb

173.7 + 17.4
190.8 + 19.1
34.1+ 3.4
23.2 + 2.3

248.7+ 24.9

284.4+ 23.8

180.4+ 1.6
29.3 + 2.3

1879+ 132

68.3 + 6.8
606.0 + 60.6
51.0+ 2.6

Rutherford at 2.5 and 3.0
MeV

Rutherford at 2.5 MeV
Ref. 12 at 4, 4.5, and 5 MeV
Ref. 13 at 3 MeV
Rutherford at 2.5 and 3 MeV
Refs. 14 and 20 at 6 MeV
Ref. 15 at 8 MeV
Rutherford at 2.5 MeV
Ref. 13 at 3 MeV
Ref. 16 at 7.8 MeV
Ref. 14 at 6 MeV
Ref. 17 at 10 MeV
Rutherford at 2,3 and 3 MeV
Rutherford at 2.5 and 3 MeV
Ref. 18 at 6, 6.5, 7, and

9 MeV
Ref. 19 at 9 MeV
Rutherford at 2.5 and 3 MeV

Weighing
Rutherford at 2.5 and 3 MeV
Rutherford at 2.5 and 3 MeV
Rutherford at 2 ~ 5 and 3 MeV

0.314 (K)

0.347 (K)

0,414 (K)

0.445 (K)

0.479 (K)
0.711 (K)

0.764 (K)

0.830 (K)
0.840 (K}
0.07 (L1)
0.363 (L2)
0.315 (L3)

Ioo

a The Ni and Mo targets were self-, supporting. A11

others were evaporated on 20-pg carbon foils.
Error assignments reflect both the precision of the

thickness measurement and the error in the cross sec-
tions used for normalization.

Fluorescent yields were obtained from Ref. 21.

f« is the fraction of the x rays escaping the 3-
mm-deep crystal, and f is a geometrical factor
correcting for losses due to apertures or annular
dead areas inside the detector case. The thick-
nesses of the Au electrode, Si dead layer, and

2,5
3
4
4.5
5
6
6.5
7
8
8.5
9

10
10.5
11
12

12.4 9.49
18.0 14.1

~ ~ ~ 21 3
28.3 21.9

~ ~ ~ 24 8
35.5 32.2
34.8 30.7
41.3 34.1
42.0 35.7
47.5 39.1
45.2 39.8
43.5 39.0
44.9 38.7
49.3 39.7
52.2 39.3

6.28
9.81

14.5
16.9
19.8
21.3
20.4
28.1
25.3
33.3
28.8
32.3
36.2
36.1
39.2

5.28
7.81

12.4
14.3
14.8
20.1
19.6
23.8
23.1
27.5
25.9
30.2
28.8
32.2
33.8

4.25
6.21

10.7
12.1
13.6
16.9
17.3
20.0
22.4
25.7
24.1
26.8
27.0
28.5
30.4

Cross sections above were measured to a precision
of 10% and an accuracy of 15%.

f were allowed to vary to fit the eight data
points. The g per degree of freedom was mini-
mized for values of f =0.88, fs =1.8 gm, and
f„„=32.2 pg/cm'. The value for f, is consistent
with results of subsequent scans of the crystal
surface, which showed an abrupt falloff in effi-
ciency near the edge of the detector surface. The
values for fz, and f„„cause the efficiency curve
to be up to 13% lower than the manufacturer's
curves between 5- and 8-keV x-ray energy.

ANALYSIS AND RESULTS

TABLE IV. K x-ray-production cross sections (b/sr).

The x-ray and particle spectra peaks were inte-
grated by a computer program which subtracted

~O

«3 80—
LIJ

O
U
U
LIJ

C3

6o-
lKI-
z

40—

I I

l5 20

X-RAY ENERGY (keV)

25

E
(MeV)

2.5
3
4
4.5
5
6
6.5
7
8
8.5
9

10
10.5
11
12

0.592
0.995
2,02
2.55
2.84
4.15
4.85
4.65
5.79
7.64
7.56
8.73
8.15
8.85
8,18

Mo

0.249
0.428
0.799
1.04
1.36
1.80
1.73
1.76
3.02
3.28
2.97
4.26
3.72
5.05
5.66

0.0856
0.150
0.333
0.437
0.542
0.707
0.996
1.12
1.50
1.63
1.70
2.07
1.95
2.46
2.94

Cd

0.0722
0.131
0.307
0.343
0.438
0.693
0.679
0.932
1.19
1.45
1.41
1.75
1.69
2.15
2.38

FlG. 2. Si(Li) detector "intrinsic" efficiency data. The
solid curve is calculated as the best fit to the data. See
text for details.

Cross sections above were measured to a precision
of 10% and an accuracy of 15%.
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TABLE V. L x-ray-production cross sections (b/sr)
for Lead. ~

(Me~

2.5
3
4
4.5
5
6
6.5
7
8
8.5
9

10
10.5
11
12

1.77
2.55
4.11
5.11
6.38
7.74
8,67

10.8
11.3
12.5
13.3
14.9
15.2
16.0
17.5

1.04
1.55
2.60
3.24
4,08
5.15
5.70
7.03
7.40
8.47
8.94
9.70

10.2
10.5
11.7

0.144
0.215
0.376
0.474
0.591
0.747
0.834
1.00
1.07
1.25
1.33
1,41
1.48
1.51
1.72

Cross sections above were measured to a precision
of 10% and an accuracy of 15%.

a linear background calculated from regions on

either side of the peaks. The resulting x-ray yield

was normalized to the beam and the mean target
thicknesses given in Table II. The x-ray-produc-

tion cross sections, corrected for detector effi-
ciency, system absorption, dead time, and pileup,
are given in Tables III-V.

The fluorescent yields of Table II {obtained from
Itef. 21) were used to calculate K-shell ionization
cross sections from the x-ray data. These num-

bers are shown in Figs. 3 and 4, plotted as a func-
tion of incident proton energy.

These results for Mn and Zn are consistent with
those of Chaturvedi et al.' The data of Bissinger
et at 4for .Ni are also consistent, being 15-20%
higher than the present values {even when cor-
rected for new values of &u~) for 5 and 8 MeV and
within 5% at 11 MeV. The data of Bissinger et al
for Ag is also consistent with the present data,
but the differences are 15-25% between 2 and 6
MeV, and 1-14%between 8 and 12 MeV.

The recent data of Bearse et al. ' are consistent
with the present data for ¹ at 2.5 MeV, Ag at
2.5 and 3 MeV, and Cu at 3 MeV. However, the
data for Ni and Fe are more than a standard de-
viation away from the present data at 3 MeV.

The major errors in the present data lie in the
efficiency determination and target thickness.

Mn

Ni

Zn

—Io~ =
z
QI-
O
LLI

Cu

io' =

V)

IO =0
O

|2

N

Cd

IOI—

ioo I al' I I I I I

2 4 6 8 IO l2

INCIDENT PROTON ENERGY (MeV)

to I2

INCIDENT PROTON ENERGY (MeV)

FIG. 3. K-shell ionization cross sections for Mn, Ni,
Zn, Mo, and Cd as functions of the incident proton ener-
gy. PWBA calculations (solid line) and BEA calculations
(broken line) are also shown.

FIG. 4. K-shell ionization cross sections for Fe, Cu,
Y, and Ag as functions of incident proton energy. The
solid line represents PWBA calculations, while the bro-
ken line shows BEA predictions.
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The estimated error is 5% and 10% in the relative
and absolute efficiencies, respectively. Statistical
errors were better than 1% for each run, and
absorption corrections were made to 2@. The
target-thickness measurement was limited by
knowledge of the elastic scattering cross sections
at 150'. The assumption of Rutherford scattering
for some of the measurements is not likely to
contribute substantially to disagreements with
theory, since the discrepancies are worse for
higher-Z targets, where the Rutherford assump-
tion should be best. Also, for several of the tar-
gets, elastic scattering data were available at a
number of energies (see Table II), an l thicknesses
extracted using this data were consistent to better
than 7% with those extracted using Rutherford
cross sections.

The data in Figs. 2 and 3 were fitted with the
PW'BA and BEA theories. The PWBA curve was
obtained using the tables of Khandelwal et al. '~
with effective Z» = Z- 0.3 and screening constant
8+ =lr/Zrm It„, where Iz is the K-shell ionization
energy and R is the Rydberg constant. The BEA
curves were obtained by scaling from the table
given in Ref. 11. It is clear that the PWBA fits
for atomic number below that of molybdenum are
consistent with the data within experimental
errors.

However, the BEA curves give a consistently
better fit in the 2.5-4-MeV range for this Z region
(25-29). For incident energies above 4 MeV, the

BEA curves are systematically higher than the
data, while the PWBA curve gives a better fit.

For the targets with Z higher than 41 (Mo, Ag
and Cd), the PWBA fits no longer give an adequate
fit to the data at energies under 10 MeV, while
the BEA fits are excellent. The only exception to
this trend is in the Mo data, where both theories
are too high above 6 MeV incident energy.

In conclusion, it may be stated that the present
data indicate that the BEA theory is more suc-
cessful than the PWBA at incident energies below
4 MeV for the entire Z region studied, and between
4 and 11MeV for Mo, Ag, and Cd. However, the
PWBA gives better fits above 4 MeV for targets
with Z between 25 and 39. It should be noted that
the difference between the two theories is too
small to allow a definitive choice to be made,
because the errors in the measurements of these
cross sections are still too high (10-15%). It is
hoped that improved methods of detector-efficiency
determinations will soon be available to improve
this situation.
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