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Crossed beams of electrons and Ca+ ions have been used to measure absolute cross sections for

electron-impact excitation of the resonance E and H lines of Ca ll at 3934 and 3968 A, respectively.

Polarization fractions of the light were also measured. The cross sections presented are absolute in the sense

that all measurables including photon flux, have been compared to relevant standards. The cross section for
excitation of the E line is observed to have a value of about (18 + 2)n ao at the 3.15-eU threshold, and to
decrease to a magnitude of (1.5 + 13)m'a& at 700-eU electron energy. Experimental uncertainties have been

presented at the 98% confidence level, typically three standard deviations of random fluctuations combined

in quadrature with the systematic uncertainties. The experimental results for both the E and H emissions

are in agreement at 350 eU with the Coulomb distorted-wave calculation of Burgess and Sheorey but lie

about 35% below the low-energy three-state close-coupling calculations of Burke and Moores. The ratio of
the cross sections for the E and H emission is found to be 2.0 at all energies. Detailed study of the cross

section at low energies demonstrates the expected finite value at threshold (within the accuracy allowed by

the electron energy spread of 0.3 eU), and does not indicate the presence of a large (greater than O'F)

contribution from cascade. Structure in the E cross section about 2 eU above threshold suggests interactions

with autoionizing levels of Ca I, presumably belonging to the Ssnl or 4dnl series. The polarization

fraction at low energy is about 25% higher than the calculation of Saraph which is based on the Burke and

Moores close-coupling calculation.

I. INTRODUCTION

Though electron-impact excitation of atoms' has
been studied for more than 40 years, it is only
quite recently with the advent of crossed-charged-
beam techniques ~ that similar studies with ions
have become possible. This is despite the impor-
tance of such cross sections in diagnostics and
modeling of nonequilibrium plasmas. The need
for understanding excitation of ions has resulted
in considerable theoretical effort, which has led
to progressively more sophisticated, and pre-
sumably more accurate, calculations of the cross
sections. It became apparent that further theo-
retical pxogress awaited results from a fem de-
finitive experimental measurements to pro-
vide reference points against mhich theory might
be judged. The goal of the present work has been
to produce such a reference point, and the implied
need for accuracy has played a major role in de-
termining the care taken and the detail pux sued
in the experiment.

Previous cross-section measurements of elec-
tron-impact excitation of ions are limited to the
crossed-beam studies on He+, H2+, N, +, and Ba+.
The work' on He' dealt with the 1S-2S excitation
which mas observed by detecting photons resulting
when an electric field quenched the metastable 2S
state. The measurements mere not absolute, but
normalized to the Born approximation at several
hundred eV. The work'-' on H, ' dealt mainly with

the 1so~ -2Po„excitation. Before the excited state
can radiate, dissociation takes place, so detection
mas of the resultant proton. Results of these mea-
surements are apparently quite accurately abso-
lute.

The studies of N,
+ and Ba+ are the only previous

ones in mhich cross sections for emission of di-
pole allowed radiation have been measured. The
mork by Lee and Carleton' on the emission of the
first negative band of N, ' at 3914 A mas subject
to a number of large systematic effects, and the
results may be seriously in error. Bacon and
Hooper" made relative measurements of the cross
sections for exciting the resonance 4554 and
4934 A transitions of Ba+ at ten energies betmeen
8 and 98 eV. Pace and Hooper" followed this up
mith absolute measurements at four electron en-
ergies (5, 4, 6 and 6 eV) for the 4554 A transi-
tion. However, a lom signal-to-noise ratio and
the uncertainty of the optical calibration resulted
in cross sections with uncertainties of about 80%,
and use as the noted reference points is limited
by this.

Choice of Ca' as the ion to be investigated here
mas prompted by the prominent role it plays in
astrophysics. In particular, the H and Z lines
are important probes of solar and stellar chro-
mospheres. " This active role has led to an un-
usual number and variety of theoretical calcula-
tions'3 ' on the excitation of this ion by electron
impact, and thus it is an especially attractive
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system to meet the aims of this work as men-
tioned above.

An energy-level diagram of Ca', which is iso-
electronic with K, is shown in Fig. 1. The pro-
cess to be studied is the bombardment by elec-
trons of Can in the 4S,» state to give a resultant
Can in the 4P,~, or 4Pg/2 state. These states
have lifetimes of about V nsec, and the associated
decay radiation at 3934 A (K line) and 3968 A (H
line) is detected and measured. Thresholds for
exciting the K andH lines are at 3.15 and 3.12 eV,
respectively, and the cross sections are expected
to have a finite value at threshold. Results of
several calculations for excitation of the 4P multi-
plet are shown in Fig. 2. Nonunitarized calcula-
tions which are likely to greatly overestimate
the cross section are left off the figure, as they
would be well off the scale used.

Since cross sections for excitation of the dif-
ferent magnetic sublevels are, in general, not
the same, the K line will be polarized. ' This
polarization is also measured in the experiment
and compared to the calculations of Saraph. "

II. EXPERIMENTAL PROCEDURE

The experiment is to bombard Ca' target ions
with variable energy electrons and measure a
known portion of the photons resulting from exci-
tation. This is accomplished by colliding well-

collimated beams of the reactant particles at
right angles and observing the light in a cone
along the third orthogonal axis. The cross section
is obtained from the equation

Here v is the emission cross section, g is the
recorded count rate of photons, e is the elec-
tronic charge, I& and I, are the total currents
of iona and electrons, and v& and v, are the re-
spective velocities. The anisotropy correction
factor Y„which includes allowance for the finite
solid angle 0 of the detection system is given in
terms of the angle 8 between the direction of pho-
ton emission and the electron beam axis by

Y„=(1 P(co-s'8)„)/(l ,'P), ——

where P is the polarization of photons emitted
along the observation axis and ( cos'8) „ is the
average value of cos'8 over the detection solid
angle. The ion and electron beams are traveling
in the x and y directions, respectively, and pho-
tons are observed in a cone along the z axis. The
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FIG. 1. Energy-level diagram of Ca n. Along lines
indicating transitions are shown wavelengths in A, and
lifetimes in 10 sec, except that the lifetime of the
3d 4s transition is 0.77 sec as indicated.

FIG. 2. Theoretical cross sections for electron-impact
excitation of the 4s 4p transition in Ca n. A= Coulomb-
Bethe (Ref. 18), B= Coulomb distorted-wave (Ref. 18),
C = Coulomb-Born (Ref. 18), D= Coulomb-Born (Ref. 15),
E = Coulomb-Born with allowance for coupling to third
level (Ref. 14), F= close coupling (4s-3d-4p) without ex-
change (Ref. 16), G = close coupling (4s-3d-4p) with ex-
change (Ref. 16), H = classical binary encounter (Ref. 17).
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form factor p which accounts for the spatial over-
lap of the ion- and electron-beam density distri-
butions It(z) and G(z) with the relative detection
sensitivity profile q(z, A) can be written

R z dz 6 s dg R(z)G(z)q(z, X)dz,

(3)

q(z, x)=D„(z,z)-I, +(e ~i"&' -1)I„
and here

D„(z,z„x}dz,

I, = e-'~"~' D„x,g, a d
QP~

Dz(z& zo, X) dx.

The quantity D(z„X) in Eq. (1) is the absolute
average probability that a photon emitted in an
arbitrary direction from the z =g0 plane inside
the collision volume will be recordeda, nd D„(z,1,)
in Eq. (4) is the relative variation of that prob-
ability with height z such that D„(z„A)= l.
Dz(z, z, X) is the relative probability averaged over
the width of the ion beam that a photon emitted
from a line parallel to the electron beam will be
detected, zv, is the mean width of the electron
beam, and v is the lifetime of the transition yieM-
ing photons of wavelength A,. The subtraction of
I, accomodates for the fact that some particles
do not radiate while within the limits of the elec-
tron beam. The term on I, is added to account
for those which radiate beyond the limits of the
electron beam but are still detected.

Equation (1) has the basic form widely encoun-
tered2~ in crossed-beam experiments, and the

derivation is given in detail elsewhere. ~' The
equation looks pax ticularly like that used by Pace
and Hooper, "as may be expected, except that
the definitions of 1'„, 8', and D(z„k) are different.
This is because the work here aQows for observing
in a finite solid angle and for the finite lifetimes
of the ion excited states, and also because the
procedure in absolute calibration is different.

The polarization was obtained from the expres-
sion

P=[(C/I, I,) -(C/I, I,) ]/[(C/I, I,)„+(C/I,I),], (7}

where C,I
and Ci are the counts in a set time ob-

tained from photons of wavelength A, with a po-
laroid pax allel and perpendiculax', respectively,
to the electron-beam axis. The beam currents
are values integrated over the counting time.

Corrections to be applied to e and I' as calcu-
lated with Eqs. (1) and (7) Will be discussed later.

It is a conceptually straightforward matter to
proceed from Eq. (1), defining Eqs. (2)-(6), and
from Eq. (7) to outline a measurement. One notes
that the burden of the experiment is to accuxately
measure quantities appearing in these equations
and to verify that there are no anomalous depen-
dences on these quantities or other experi. mental
parameters not appearing in the equations.

A schematic diagram of the experimental ar
rangement is shown in Fig. 3. QaH formed by
surface ionization is accelerated into a beam and
mass analyzed. The 750-eV ion beam of about
0.1 p,A is bombarded in a region of ambient pres-
sure = 5x10-" Torr at right angles by a mag-
netically (-0.2 T) confined electron beam with
energies ranging below 3 to 700 eV. Photons are
collected with an F/2 lens system and made par-
allel after which those of the desired wavelength
are selected with an interference filter. They
are then refocused behind the cathode of a photo-
multiplier (PM) in a way that they illuminate about
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80%%uo of the 1-cm-diam photocathode and resultant
PM pulses are counted. Both beams are probed
at the crossing point to determine their spatial
distributions, B(z) and G(z); and quantities en-
tering into the determination of the relative de-
tection sensitivity profile, q(z, A), are measured
with movable monochromatic light sources. A

polarizer can be inserted after the interference
filter and rotated by 90' to allow measurement of
P. Constancy of detection sensitivity of the PM
can be monitored by inserting a radioactive scin-
tillator source in the field of view of the PM. Ion
and electron beams are square-wave-chopped at
frequency f and 2f, respectively, and the record-
ing dual scalers are gated at frequency f, phase-
shifted ~m and —,'m with respect to the ion beam,
thus allowing separation of signal and background
events by the method of Bacon and Hooper. " Ion
and electron currents are collected and measured
with calibrated meters and the absolute optical
sensitivity D(zo, a) is measured using a uniform,
nonpolarized, perfectly diffuse, and monochro-
matic light source of the same size as the beam
cxossover and placed at reference level z, . This
source was calibrated against a standard of radi-
ance.

III. EXPERIMENT; DETAIL

Because of the absolute nature of the experiment
and the goal of accuracy involved, considex'able
experimental detail is presented in this section.
Additional details are discussed by Taylor. " The
readex on the first time thxough, or the reader
desiring less detail may wish to omit this sec-
tion and go to Sec. IV.

A. Ion Beam

The primary concerns with the ion beam are
beam purity, intensity, and beam geometry.
Species purity is ensured by use of the 60' sector
magnetic analyzer. Since there is a metastable
state of the ion (3'D), state purity will be deter-
mined by the type of ion source. To avoid appre-
ciable 3D contamination of the beam, a surface
ionization source was designed and used.

The source was built with the familiar Pierce
geometry. The hot source was a 0.13-mm-thick
% disk mounted in a large Mo electrode and with
a 0.38-mm-thick by 6.35-mm-diam Ir disk spot
welded in its center. The disk was heated by elec-
tron bombardment from behind with about 330 %'

of power to about 2000 K or greater. Calcium
atoms were directed onto the disk through chan-
nels in the extractox electrode from a Ca metal
reservoir attached to the side of the electrode.
Under these conditions the Saba-Langmuir equation

predicts a few tenths of a percent ionization ef-
ficiency (depending on the exact value of the work
function) and a maximum metastable to ground-
state ion ratio of 1x10-'. Total currents of a few
microamperes were obtained from the source, but
the well-collimated beam in the collision region
was only 0.1 p,A. The source charge lasted for
about 100 h of operation, and over this period the
beam was stable and reproducible. Mass scans
of the beam routinely indicated low levels of Na»
and K» (& 1%%uo), and the normal abundance ratios of

After extraction and focusing through a 2.4-mm
hole, the beam traverses optics very similar to
that described earlier, ' except that after passing
through the collision region it is bent by a 12V'
cylindrical analyzer into a 5-cm-deep collector
cup preceded by slits for retarding secondary elec-
trons. A total current of less than 0.35% of the
ion-beam current was recorded to all surfaces
between the collision box and the ion collector.
lon currents are typically measured by integrating
the voltage developed across a precision resistor.
This integration is carried out with operational
amplifiers throughout the entire photon counting
period and the system is calibrated to better than
0.5%%uo using standard techniques.

The ion beam is about 2.5-mm wide by V.6-mm
high (base of distribution measurements) with
about 0.3 divergence at the interaction region,
and it can be readily positioned within the elec-
tron beam. Photon background counts produced
by the ion beam's hitting background gas or sur-
faces is less than 1 sec ', making modulation of
the electrons of marginal utility in this experi-
ment. There was a 10.4-p, sec time delay between
ion-beam switching and electron (and sealer)
switching to allow for the measured 10.4-p, sec
transit time of ions from their switching plates
to the collision region.

The ion velocity u, appearing in Eq. (1) is sim-
ply that characteristic of the potential difference
between the collision region and the hot surface
where ions are formed.

B. Electron Seam

Because of the low target density (-5x10'/cmz)
and a detection efficiency less than 10 ' counts
per photon produced, it is highly desirable to have
an electron beam of substantive intensity in order
to get signal levels of workable magnitude. It is
also desirable that the gun work at energies below
threshold (S.l eV) and have an energy spread
small compared to this energy. In addition, the
cathode ought to be optically removed from the
light detection system, and the collision volume
must be large enough to insert a beam probe. The
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beam must be well defined and not change its dis-
tribution rapidly with energy, and of course there
should be a minimum of secondary electrons in the
beam and reliable total electron collection.

These specifications led to the adoption of a
magnetically confined ribbon beam of electrons
2-mm wide by 10-mm high. The gun used to pro-
duce this beam is shown in Fig. 4 and a1so dis-
cussed elsewhere. 3'~' The gold-plated super-
structure is made up of four 1.2V-cm-diam-A1nico
rod magnets (2) centered on the corners of a 5.08-
cm square and terminated by 8.89-cm-diam Armco
iron pole caps (1). Support plates (3) for the e-gun
mount from the magnets, and the gun electrodes
mount from the support plates. The variation of
the axial magnetic field is shown by the dashed
curve with ordinate scale on the left. The beam
size is limited by the 2 mmx10 mm slit in GC
located only 0.38 mm from the cathode. Voltages
vary linearly with distance from the cathode. The
co1.lector includes an Inconel "honeycomb" mounted
at an angle and made of cells open at both ends
about 1.5-mm diam, with 0.025-mm walls, and
about 3 mm deep. Most surfaces of the gun are
coated with gold black. 2' The collision box (4) is
3.81 cm square by 2.54 cm deep and contains slots
for ion- and electron-beam passage, a 1-cm-diam
hole in the bottom for the beam probe, and a 1.5-
cm hole in the top for light to exist. Typical
currents to various electrodes under normal oper-
ating conditions are shown in Table I. Beam cur-

rent is taken as that to the collector plus that to
electrodes 65 and G6 and measured in the colli-
sion experiment in the manner described above
for ions. The beam is very stable and is readily
modulated with a square wave applied to G1.

Use of such a beam has some inherent problems:
(i) space-charge energy shift and broadening in
such beams is generally high and (ii) the spiraling
of electron trajectories about the magnetic field
lines means the electrons are traveling at some
angle y with respect to the beam axis. This in
turn implies corrections to the beam-path length,
the polarization, and the interaction energy. Thus,
these effects were examined in some detaQ.

It was determined that the true average energy
in the beam could be accurately represented by

eV, = e[V, y(V—,) (S/—V «*)f.], (8)

where V, is the cathode potential in volts, p(V, )
is basically a contact potential difference, I, is
electron current in milliamperes, and S is a con-
stant depending on geometry having the value
0.102(+7%) V~'/pA. This relationship is consis-
tent with the theory of Haeff" for long, tall, thin
beams and with what one calculates" for cylindri-
cal beams except that the geometric constant S
is different. This equation was verified and the
constants S and P determined by observing thresh-
old functions for optical excitation for a broad
range of I, at 3 eV (Cail), 23.0 and 24.3 eV (He),
and 75.8 eV (He'). These measurements gave S

4

y) e200CO

+I+ & l80-
Ig)

~ &I 60
4J I

l40-
CO

I 20-

I 00-x

P wM:
I
I
I
I
I
I
I
L

CATH.

I Smallulllliililllina ~

aa I ~ I ~

/I
GCG1GR A

r
rr

~ a ~ ~ ~
~8 ~

laaaIaasaa allllaa ~
1

CB

2.

AHHR
E

aaIasaaaaaaaaaan I
J'

I

I
~ lllIIIIIIIINIIIIINllill I

I
I
I
I
I
I
I~~~~I

GSCPC

FIG. 4. Plan view of elec-
tron-gun structure. The
top plate (5) and electrical
contacts (6) are shown ro-
tated from their true orien-
tation relative to the other
parts by 90'. Electrodes
are labeled as referred to
in the text. The axial mag-
netic field strength as a
function of longitudinal posi-
tion is shown superimposed
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TABLE I. Currents to the collector and the electrodes
G5 and G6, CB, and G2 for normal gun conditions.

V;. .= V, +0.01 +0.2V',"veiny j. (12)

96% Vcsth

Callector
Vceth

20 100
50 340

100 840
150 1470
200 2180
250 3230

G5+G6
pA

0.05 0.05
0.6 0.18
4 0.48

16 1.1
33 1,5
40 1.2

CB
pA

0.02
0.32
3.2

10.5
23
38

62
p, A

0.02
0.09
0.38 2 0.24
0.71 6 0.41
1.1 13 0.60
1.2 26 0.80

as above, and Q =2.0 V, with only a small energy
dependence in P.

With the same set of threshold measurements,
and comparing with other parts of the same theo-
ries, the energy spread was shown to be

n.v. =n.v + s'f, /V."', (9)

g gxg0-
D'~'

Lp 2 2V, V,
(10)

Similarly, the polarization of light excited by
electron impact, observed orthogonal to the beam
axlsy ls

P =P(1 - -'y')/(1 —lPy'),

where the small-angle approximation has again
been used. Here P& is the polarization observed
due to impact of electrons traveling at angle y
with respect to the axis and P is the value when y
is 0.

The center-of-mass energy also depends on y,
and for the conditions of this experiment leads to
a small-energy broadening according to the ex-
pression for the center-of-mass energy (in eV for
750 eV CaII):

where here LV~ is the width exclusive of space
charge (primarily thermal) with a value of 0.22 V,
and S' is another constant with value 0.021 (+10+)
V+'/p, A.

Equations (6) and (9) were used in this experi-
ment at all energies and currents to arrive at the
true values of energy and energy spread.

In magnetically confined beams, electron velocity
transverse to the beam (magnetic field) axis is
manifest as spiraling about the field lines with
diameter D =67.4 V~"/B, at the cyclotron fre-
quency &o, =1.76x 10'B, and a pitch P = 212V'„"/B.
Here D and P are in mm, the magnetic field in
gauss, and V~ and V)„ the kinetic energies asso-
ciated with perpendicular and parallel velocities,
respectively, are in eV. The pitch angle is given
by siny = (V /V, ) "where V, = V + V~~ .

In such trajectories, the electrons travel longer
paths in covering the axial distances L„ the path
being increased by the factor secy. For V~/V, «1
the change in path length hL is then given" by

It is thus clear that to make proper corrections to
the data through Eqs. (10) and (11), a knowledge
of y, or equivalently D or V~ is needed. Prior
work" "on this problem is not adequate to allow
evaluation of y, making it necessary to further
evaluate and model sources of spiraling and to
develop a technique to measure D.

As discussed in depth elsewhere"'" the main
source of spiraling at low energies is the thermal
transverse velocities of electrons at the cathode.
For the conditions of this experiment one predicts
from this source (-,'y') r =0.7 kT/V, . Transverse
velocities induced at the anode lens lead to (-,'y') „
=0.0006, and transverse electric fields at the
cathode give (-,'y') c =0.0002+0.007vs/V, . Angular
brackets indicate averages over the distribution
of spiraling diameters, T is the cathode tempera-
ture, V~ is a bias on G, (usually 0-1.5 V), and
V, is the electron energy. At high energies these
are the dominant sources of spiraling. Space
charge in the beam plays a negligible role in
spiraling and magnetic-field gradients have been
accounted for in the relations given.

Measurements of the spiral diameter were made
in the following way. ' If a beam of electrons with
spiral diameters D is intercepted by a channel of
height H and thickness T, then if the maximum
diameter is less than H, the total current trans-
mitted is I(H) = J[H- (D)g(T/P)) . Here J' is cur-
rent per unit height, (D) is the average diameter,
and g(T/P) is a function of the ratio of channel
thickness to spiral pitch, being a calculable con-
stant for a given electron energy. Measurements
of transmitted current for different H, when plot-
ted, yield a curve which for large enough H goes
to a straight line whose intercept with the H' axis
is just (D)g(T/P). With (D) determined and some
knowledge of the distribution of diameters one can
calculate (nL/L, ) from Eq. (10).

Figure 5 shows percentage path-length correc-
tion as a function of energy. The theoretical curve
labeled as quadrature represents the result of
summing predicted path-length corrections from
various sources (and is thus equivalent to com-
bining the average diameters in quadrature). The
curve labeled "direct sum" is the average path-
length correction obtained from the direct sum of
all the predicted diameters, and should be an
overestimate of the actual path-length correction.
Consideration of the inadequacies in both the ex-
perimental and theoretical treatment of spiraling
led to the adoption of a curve lying between the
extremes of theory and experiment to be used for
data correction. An uncertainty is allowed which
more than covers the extremes.
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Determination of the total electron current in
the beam involves an assessment of the role of
secondary and backscattered primary electrons.
Electrons striking the beam-definingslit GC have
only 4% of the final beam energy, and are thus
inefficient producers of secondary electrons. Any
secondaries that are produced here will have an
energy only 4Q below the nominal beam energy,
and their efficiency in exciting ions will be only
slightly different from the main beam. This effect
is thus ignored. Measurements of the beam pro-
files at the center of the interaction region show
that the beam is well collimated by the magnetic
field; and is, as expected, slightly smaller at the
interaction region than at the defining slit because
of the converging magnetic field. There is thus
little reason to believe that currents to other
electrodes in the acceleration stage of the gun are
due to primary beam. The beam, upon arriving
at the collector end, can be collected, it can pro-
duce secondary electrons, or it can be back-
scattered. The honeycomb collector was chosen
to "trap" those secondaries and backscattered
primaries originating within the depths of the
honeycomb cells. Those originating on the front
structure of the honeycomb (5-10+ of the area)
could, however, exit the collector and retraverse
the collision region still confined by the magnetic
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field. If a positive bias is put on the collector,
low-energy secondaries produced at the collector
will be trapped. A plot of current to various elec-
trodes as a function of collector bias (at energies
high enough to produce secondaries efficiently,
e g ., .200 eV) shows a collector current about 10~$
low at zero bias and rising rapidly to 99% of the
saturated value by about 25-V bias. The current
to G5 and G6 drops very rapidly at first (0 —25 V),
and then continues to change slowly with bias
out to 250 V. Currents to other electrodes gener-
ally change slowly with the bias.

Assuming the secondary electron yield~ at the
collector to be 0.5-1, the evidence is that only
5-10/& of the low-energy secondaries escape the
collector at zero bias —a figure consistent with the
front area of the honeycomb. Most of these sec-
ondaries are intercepted by G5 and G6. A fixed
bias of +130 V is put on the collector, ensuring
that low-energy secondaries from the collector
do not escape.

The fraction of the beam backscattered from the
collector will typically lie'9 between O.i and 0.3.
The honeycomb trapping may allow 5-10% of these
to escape, meaning 0.5-3% of the beam leaves
the collector. About half of this will be inter-
cepted by G5 and G6 because of the large spiraling
diameters induced by backscattering and trans-
verse fields at the collector. The 0.25-1.5~/o of
the primary beam that escapes the biased collector
and electrodes G5 and G6 may retraverse the col-
lision region, necessitating a correction to the
beam current of between 0.5 and 3~/o. If not col-
lected on another electrode such as G2 or the an-
ode, these electrons may traverse the beam a
third time, but then are likely to be collected and
measured with the normal current so that the
correction stays the same. Those electrons of
this group which do hit another electrode may
generate secondaries. Such secondaries may
effectively become part of the beam and, since
the cross section for these lower-energy particles
is greater, they can have an amplified effect on the
excitation. For example, if 1@of the beam hit
the anode at 250 eV, and the secondary-electron
yield on the gold-blacked surface is 0.5, then
0.5% of the electrons could have a low energy
where the cross section is about 5 times as high.
The cross section could then be overestimated by

Such considerations have led to the following
procedure. The current is measured as that to
Q5, G6, and the collector and an uncertainty is
allowed large enough to include all or most of the
current to CB and G2. For energies above 50 eV
an additional one-sided uncertainty shown in Table
II is allowed for the effects of the electrons not
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TABLE II. Maximum additional uncertainty which may
arise from the presence of low-energy secondaries in the
electron beam.

Cathode potential
vc pr)

Uncertainty

100
120
150
200
250
350
700

+0, -2.7
+0, -3.0
+0, -3.5
+0, -4.0
+0, -5.0
+0, -8.0
+0, -20.0

trapped at the collector. Work done after the
measurements reported here indicates that this
latter one-sided uncertainty is probably too large.
Thus, it was recognized that space charge in the
beam causes a vertical shear, and that by the
time the beam reaches G5 and G6 the beam may
not pass through the slit at the upper and lower
ends. Elongating these slits by about 2 mm re-
duced the currents to G5 and G6 by about a factor
of 3 or 4 and at the same time reduced the current
to CB by a factor of 6 and the current to G2 was
reduced by more than a factor of 10. Thus, it is
likely that most of the current to CB and G2 came
from secondaries and backscattered primaries
from G5 and G6 at the extreme ends where they
would not encounter the ion beam on their recur-
rent passages through the collision region.

D. Photon Detection and Data Acquisition

The photon detection system is indicated sche-
matically in Fig. 3. Photons are collected through
a pair of 52-mm-diam lenses with focal lengths
of 106 mm and with a 27-mm aperture stop be-

C. Beam Profiles

The beam profiles R (z) and G (z) appearing in
Eg. (3) were measured by observing the currents
transmitted through a 0.15-mm slit as the slit
was scanned through the relevant range of z. This
is basically the method which has become tradi-
tional, except that the beams were scanned at the
position of intersection rather than some distance
away, as by the usual L-shaped probe. ' This was
accomplished by using a single slit which could be
rotated to probe either beam, and was necessitated
by uncertainties of magnetic field gradients, beam
shear caused by space charge, etc. Profiles were
measured for all data points except those obtained
in closely spaced energy scans near threshold.
Here, profiles were measured at selected ener-
gies throughout the 14-eV energy range, and an
interpolation was made of the form factor which
varied monotonically by only 6% through this
range.

tween them at a distance of 53.6 mm from the
center of the collision volume. Ray tracing shows
all observable photons to be collimated within
about 3' of the optic axis as they pass through the
vacuum window and then through an interference
filter, the next elements in their path. The K-line
filter has a transmission centered at 3931 A with
a full width at half-maximum of 16 A and a nominal
transmission at 3934 A of 22%. The H-line filter
is flat topped and centered near 3968 A with a
30 A width and transmission at the H line of about
23%%uo. Since there is typically a shift in filter
characteristics of about 0.1 A per degree centi-
grade, an effort was made to use the filters only
after thermal equilibrium to the same tempera-
ture had been reached. The fact that some rays
traverse the filter at up to 3' from the normal is
accounted for by the calibration technique de-
scribed later. The polarizer, inserted next in the
path only during polarization measurements, has
a measured polarizance K =0.98 ~0.005. This
quantity" relates the polarization of the light
emerging to the incident polarization according
to P,b,.=KP;„, , and is needed to correct the ob-
served polarization for nonzero transmittance of
light polarized perpendicular to the axis.

The light is next converged by a lens onto the
1-cm-diam photocathode of the photomultiplier
tube. The tube is in a commercial housing and
cooled to about -25'C by flowing cold N, past it,
and at this temperature the dark count is about
2 sec '. Pulses from the PM are amplified (x100)
and fed into a disciminator from which the 0.5-
p. sec uniform pulses enter one of two gated scal-
ers. Routine pulse-height analysis indicated that
96% of the pulses were counted by the scalers.
Measured dead time of the system is v~ =0.56
*0.07 p, sec, and necessitates obtaining the true
count rate C from the measured rate C„according
to C = C„/(1 —TnC„) This amo. unts to about 1%
correction to some of the count rates (2X104 sec ')
encountered during calibration.

Two different PM tubes were used, and were
investigated thoroughly as to temperature depen-
dence of sensitivity and spectral response and to
uniformity of response over the photocathode.
Operating conditions were chosen to obviate errors
from these sources. Relative sensitivity of the
multiplier could be monitored by a stable light
source consisting of a plastic scintillator excited
by P emission from Tl'~ (Tl, = 3.82 yr). Natural
decay was taken into account in evaluating the PM
sensitivity, and a temperature dependence of
-0.8+ per 10'C was accounted for in setting al-
lowable temperature variations. Multiplier sen-
sitivity was very stable from day to day, varia-
tions being typically less than 1%.
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Data are accumulated for a preset integration
period accurately controlled by a 100 kHz "clock,"
after which integrated ion and electron currents,
electron energy, and counts in both scalers are
recorded. The phase of the electron switching is
then changed 180', and another integration made
at the same energy. This can continue for an
arbitrarily long time, or other experimental pa-
rameters can be varied, e.g. , electron current,
chopping frequency, pressure, electron energy,
etc. The electron energy can be automatically
advanced, so that scans of cross section as a
function of electron energy can be effectively taken
automatically over long periods (e.g. , overnight).
At 90-eV corrected electron energy, with average
electron and ion currents 830 and 0.042 p. A, re-
spectively, signal plus background counts total
about 5000 and background counts about 400 for a
100-sec integration period. This is somewhat
representative; except that, of course, signal and
background are both increasing functions of elec-
tron energy when allowance is made for increasing
current with energy.

E. Radiometry

The remaining quantities in Eq. (1) needed for
determination of the cross section are D(zo, X}
and q(z, A, ) [Eqs. {4)-(6)].Techniques developed
for determination of these radiometric terms are
described" elsewhere in more detail than is pos-
sible here, including a discussion of fundamental
differences with the method of Pace and Hooper. "

As noted in Sec. II, a uniform, nonpolarized,
isotropic, and "monochromatic" light source of
the same area as a cross section through the
intersecting beams was developed and used for
determination of D(zo, A). This source was real
ized with a 150-W quartz-iodide lamp illuminating
the entrance of a 35-cm grating monochromator
set for a 2.5 A bandpass, a 2-mm-diam quartz
light pipe at the monochromator exit slit and a
1-cm-diam integrating sphere at the terminus of
the light pipe. The uniformity and isotropy of the
sources were investigated in detail, and only very
small corrections had to be applied for imperfec-
tions. The intensity level was low enough that it
could be placed directly in the collision volume
without going into a nonlinear range of the detec-
tion system (-2x 10~ Hz} yet great enough that it
could be compared directly with a low-temperature
blackbody.

The procedure was to calibrate this transfer
standard against a vacuum tungsten strip lamp
whose spectral radiance had previously been
matched against a Cu point (1357.8'K}blackbody. n

All intercomparisons (blackbody-strip lamp-trans-
fer source) were made with a spectroradiometer

consisting of a grating monochromator with lens
preoptics, an interference filter to cut out light
in the far wings of the monochromator slit func-
tion, a cooled photomultiplier with counting elec-
tronics, and stable reference light sources to
monitor stability. The response to the calibrated
transfer source placed at a well-defined position
in the collision volume was then recorded.

One can show that the relationship between the
needed sensitivity D (z„X}and quantities involved
in the intercomparison is

4'() Ls(X„) Cc(X») IsI»
'

(13)

Here A„ is the average projected area (sin8) „A
of the transfer source as seen by the detector in
the collision apparatus, C»(z„X„)is the count
rate observed with the transfer source in the
collision apparatus at height z, and x-y coordi-
nates the same as the beam intersection, Cc(X„}
is the count rate when the spectroradiometer views
the transfer source, Cs(X„) is the count rate when
the spectroradiometer views the strip lamp of
radiance I s (X„}, and the quantities I», Is, and

I~ are given by

I (A. )= W ( )))T„( )))t( ))X )D„(z,A.)dk, (14)
0

t, (x„)=) L„(l)R (z, ),s(zz„)dh, ,
0

In these last equations the subscript R denotes that
the function gives the relative variation with wave-
length, and normalization is such that the func-
tions have value 1 at X = X„. The functions t(X, X„}
and s(A. , X„)are the normalized slit functions of
the transfer source monochromator and spectro-
radiometer monochromator, respectively, W(A }
is the spectral radiance of the quartz-iodide lamp
for the transfer source, T(A.) is the transmission
of the monochromator-light pipe-integrating sphere
combination, and 8 (X) is the effective spectral
response of the spectroradiometer.

In practice the integrals I~, I~, and I~ were
evaluated numerically using measured functions.
It is useful, however, to examine the approximate
magnitudes and behavior of these terms. If it is
noted that t(X, X„)and s(X, X„)are narrow compared
to the range for rapid variation of the other func-
tions, then these other functions can be replaced
by straight lines. If further, the slit functions
are replaced by "best fit" triangles, then the
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integrals can be evaluated numerically. When
this is done, one gets to first order (second-order
terms are less than 0.01%}Iz =AX„, I~ =b,A, , and
Ic= (1 —L&/Sb, A,„)r X, where AXs is the bandwidth
of the spectroradiometer and aX is the bandwidth
of the source monochromator. The factor Ic/IzIz
in Eq. (13)was 3% smaller when evaluated in this
approximate way than when numerical integrations
were made of the measured function. Most of this
difference comes from the approximation of the
slit functions by triangles in the integral I~.

Calibration transfers [i.e. , determination of
C~/Cc in Eq. (13)] were carried out about 10 times
at each A, , and exhibited a standard deviation about
the mean of 1.9%. Uncertainties from individual
sources such as counting statistics, light-pipe
flexing, light-pipe removal and replacement, use
of scintillator to normalize sensitivity, etc. were
carefully evaluated; and when combined in quadra-
ture these lead to an over-all uncertainty in a
single calibration transfer of 6% (98% Ci ). It is
significant that the observed 'total scatter and this
number predicted from individual sources are in
agreement, and that the scatter in all the observa-
tions appears to fit a normal distribution. Sys-
tematic uncertainties in the evaluation of C„/Cc
were carefully measured in separate experiments,
or determined from analysis of the data, and at
the 98% confidence level are: setting of wave-
length in Cc(a„) [0.5%], setting of wavelength
in C„(z„a„)[2.3%], rotation of sphere head (nec-
essary in transferring from spectroradiometer
situation to crossed-beam apparatus) [0.6%],
nonuniformity of transfer source emitting area
[1.0%], size of source and scattered-light effect
(in comparison of transfer source-strip lamp-
blackbody) [1 .0%] .

Final evaluation of the data gives D(z~, 3934 A)
= 3.4 x10 ' (~5.6%) counts/photon and D(z„3968 A)
=4.0x10 ' (+5%) counts/photon. The uncertainties
are again at the 98% confidence level (about three
standard deviations). If one predicts the quantity
D(z„A}on the basis of geometry, transmission,
manufacturer's quantum efficiencies, etc. , the
results are D(z„3934 A) =3.1x10 ~( 53',%) counts/
yhoton and D(z„3968 A) =3.2x10 ' (~30%) counts/
photon. One sees that within their large uncer-
tainty the predicted values are reasonable.

The relative optical calibration consists of de-
termining the response of the optical detection
system to photons of the wavelength of interest, as
a function of point of origin in the emission volume.
The cross-section equations [(1}-(6)]are ex-
pressed in such a form that two spatial sensitivity
functions are required. The main function Dz(z, A. ),
is determined by stepping along the z (oytic) axis
in the collision volume a diffuse source of photons

of wavelength A, , whose area approximates the
cross-sectional area of the collision volume. The
function Ds(z, z, A.}, which enters into minor terms
allowing for the finite time bebveen excitation and
photon emission, is measured by stepping a line
source in both the x (ion beam) and z directions
throughout the emission volume. The scanning
source is similar to that used for absolute cali-
bration, except that the terminus is changed.

Results for D„(z,X}show a nearly linear func-
tion for 6 mm on either side of z, with a slope
for the K filter of 3.4% yer mm. If the integral
terms in Eq. (4) are regarded as corrections to
D„(z,A,), then the measured correction varies
over the height of the ion beam from about 0.3%
at the bottom to 1.7% at the top.

F. Consistency Checks

It is important to demonstrate that the functional
relationships of Eq. (1) are obeyed, and that there
are not spurious dependences on other experimen-
tal parameters —i.e., it is important to verify that
the "theory of the experiment" is valid for the
measurement.

The background pressure in the collision tank
was varied over a range of vacuum gauge readings
which ran from 4.3&10 '0 Torr to 1@10 ' Torr,
probably corresponding to a pressure change of
1x10 '0 Torr to 1X10 ' Torr. The background
associated with electrons at 100 eV varied be-
tween 6 and 660 sec ', and the signal-to-back-
ground ratio varied from about 10-0.07 over this
range. Measurements were made at five pres-
sures, and the cross section was constant to with-
in 1%—i.e., within the statistical uncertainty of
these measurements.

The cross section was also shown to be inde-
pendent (to the 1% level) of modulation frequency
over the range 100 Hz to 6 kHz. Cross sections
measured with a continuous ion beam were the
same, within counting statistics, as those ob-
tained with both beams pulsed.

Moving the ion-beam vertical position provided
a means for changing the form factor 5,

' since both
the electron-beam vertical current distribution
and the relative vertical spatial sensitivity, which
occur in 5 [Eq. (3)], change with position. The
signal was measured for 5 ion-beam "positions"
ranging from 1.12 mm below the "normal" posi-
tion to 2.5 mm above. The form factor changed
from 1.123 cm at the lowest position to 0.860 cm
at the highest. The relative cross section was
independent of ion-beam position within the un-
certainty of +1% (SD) resulting from counting
statistics.

In order to determine the sensitivity of the
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cross-section measurements on the horizontal
position of the ion beam, the beam was deQected
to several horizontal positions within a1 mm of
the "normal position. -" The form factor F and the
signal were measured at each position. 5' re-
mained constant within about 0.5% until the ion
beam was deQected so far in one direction that
part was lost to the entrance slit to the collision
box (and even then it was only 1.2% lower than
at the normal position). The relative cross sec-
tion showed little significant change, within the
statistical uncertainty of +1% (SD}, until the beam
was deQected beyond 0.5 mm from the normal
position. At the extreme positions the relative
cross section was down about 3%. These results
are consistent with relative spatial optical sensi-
tivity measurements similar to those referred to
in Sec. IIIE. Since there was no precise way of
setting the iog-beam horizontal position with
respect to the position set in the absolute cali-
bration, an uncertainty of 2% (98% CL) was al-
lowed for possible changes in sensitivity with
horizontal ion-beam position.

Electron current was varied over a significant
range, and when corrections were made for the
change in energy due to space charge according
to Eq. (8), accurately linear behavior of signal
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FIG. 6. Dependence of relative cross section on elec-
tron-beam curxent at an electron energy of 13.3 eV.
Points shown are those obtained after correction for
space-charge depression of the potential in the electron
beam. Flags represent three standard deviations of the
statistical fluctuations combined in quadrature with the
simple sum of the systematic uncertainties which enter
into the relative cross section. The cross section times
current is also shown along the solid sloped line.

versus current was obtained. Many of the final
data points were obtained as the slopes of such
lines. An example of such a plot at 13.3 eV is
shown in Fig. 6. Similarly the cross section was
found to be independent of ion current.

The ion energy was varied between 535 and 984
eV, corresponding to a change in v& in Eq. (1}of
36%, and the cross section was found to be con-
stant to +2%, within counting statistics and form-
factor uncertainty for this measurement. It was
shown with repeated scans of electron energy to
as low as 0.5 eV that the signal below threshold
for 4P excitation is zero. This confirms that
3D-state content of the beam is negligible, and
that unknown spurious effects due to electrons
interacting with ions are not significant.

Data showing the dependences discussed in this
section are given graphically elsewhere. "

G. Corrections

There are several corrections which must be
applied to the data beyond those associated with
calibrations. Corrections for counting dead time
and background are obvious, and were made in
early stages of data reduction. Electron-energy
corrections for space-charge depression and
contact potential have already been discussed in
Sec. III8.

The polarization given from Eq. (7) must be
corrected for the polarizance of the polaroid as
discussed in Sec. DID, giving for our case P'
=1.013P0. Next, it is necessary to correct for
leakage of the unwanted line through a given filter.
For the K line this gives P~ =1.0035P~. The
polarization is "smeared out" by virtue of viewing
in a finite solid angle, and for the f/2optics of this
measurement we get P"' = P"/[1 —0.015(1—P")].
Finally, a correction must be made for smearing
due to the spiraling trajectories of the electrons
according to Eg. (11), giving P =P'"/[1 —nL/L,
x (3 Pill)]

An analogous set of corrections must be applied
to the cross section. To account for spiraling the
anisotropy factor becomes Y„=Y„'[1-P(sL/L, }],
where Y'„ is as given in Eg. (2). The cross sec-
tion must be divided by (1 + n.L/L, ) to account for
path-length increase due to spiraling. To correct
for leakage of the unwanted line of the multiplet,
e.g., H line through the K-line filter, the re-
spective cross sections must be divided by a fac-
tor T. We have, for the respective cases:

D (z., X„)/F (X ) 0.0035
2Y&rDr(za, &r)/Fz{&r) Ycr

and
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TABLE III. Significant sources of uncertainty in the
relative cross-section measurements. Random uncer-
tainty is at the 98% confidence level. Systematic uncer-
tainties have been taken sufficiently large to be consid-
ered at the 98% CL also. DS —= direct sum; Quad =- com-
bined by quadrature where warranted (see Sec. IV). Source of uncertainty

Percentage uncertainty
Direct sum Quadrature

TABLE IV. Significant sources of uncertainty in eval-
uating the absolute photon detection sensitivity for the
K filter. Uncertainties are expressed at the 98% confi-
dence level.

Source of uncertainty

Random uncertainty in fJ&(E)

Systematic uncertainty in cd(E)
Anisotropy correction factor
Form factor
Path-length cor rection
Uncollected electron current

4,0 4.0 2.5 2.5

2.0
2.0
2.0
0,2

0 4
20 41
0,2
1.5

Percentage Uncertainty
4eV 98 eV

DS Quad DS Quad

Pro)ected source area, A(sine) &

Calculated strip lamp radiances, L s
Copper point (0.4 K SD)
Emissivity of Wand transmission

of quartz

Setting of and response to strip lamp, C
Blackbody radiance fluctuations
Random variation
Scintillator use

0.8

2.4

2,0

0.6
2.0
1.0

0,6

3.1

2.3

Additional uncertainties in 0(E)
Scintillator use
Horizontal ion-beam position
Temp. of KN filter
Electron-current instrumentation
Ion-cur rent instrumentation
Ion velocity
Filter transmission correction

Total uncertainty in o(E) excluding
absolute optical calibration

1.0~
2,0
2.3
1.0 3.6
1.0
0.5
0.3y

18.3 8.2

1.0~
2.0
2.3
1.0 3.8
1.0
0.5
0.3y

14.7 8.0

2Y„D„(z„,~ )/F„(X ) 0.034

The factor Y«ranges from 1.076 at 3.3 eV to
0.941 at 690 eV.

IV. UNCERTAINTIES

Evaluation and statement of uncertainties has
played an important role throughout the measure-
ment. An attempt is made in this section to de-
fine terms and procedures used and to summarize
dominant uncertainties.

Commonly used methods and definitions~ are
applied to the handling of statistical imprecision
of the data. Polarization data are reduced and
statistical uncertainties are stated using the stan-
dard deviation (SD) of the mean which represents
a 68% confidence level (68% CL). For all cross-
section data and results the uncertainty at the 98%
confidence level (98% CL) has been adopted for the
final statement of random error. For a sample
of eight measurements the 98% CL is three stan-
dard deviations of the mean (3 SD), commonly used
by other workers Where .warranted by a signifi-
cant deviation in sample size from eight or nine
measurements, Student's t distribution has been
used to obtain the proper 98% CL (e.g., 3.75 SD
for a sample of 5).

Where the uncertainty associated with a sys-
tematic effect could be evaluated in a separate
experiment it has been stated at the 98% CL. The
total uncertainty at the 98% CL represents a com-
bination of stated imprecisions and systematic
uncertainties. In a most conservative approach

Transfer factor C+/C&
Random variation
Systematic, see Sec. III E

Radiometric integrals I&/Is/I&

Total uncertainty in D(zp 'A g)

2.2

18.6

3.6

2.2

5.6

V. POLARIZATION RESULTS

Results for the polarization of the K line are
shown in Fig. 7. The uncertainties including sys-
tematic effects are given as standard deviations

the individual uncertainties could be linearly
added; but in a more realistic approach, if the
separate uncertainties are judged to be uncor-
related, they should be combined in quadrature.

Tables III and IV show uncertainty values for all
the known significant sources in the experiment.
Values of uncertainty from individual sources are
combined in two ways. First, they are combined
linearly. Second, uncorrelated uncertainties are
combined in quadrature and then combined in quad-
rature with the linear sum of those which are
possibly correlated. Table III shows for two elec-
tron energies all uncertainties except those asso-
ciated with evaluating the absolute photon detec-
tion sensitivity, while the latter are shown in
Table IV and are relevant for all energies. Com-
bining the uncertainties in the two tables results
in a total uncertainty in the absolute cross sec-
tions (at 4 ev) of about 37% by direct sum, and
10% (98Vo CL) by quadrature.

To the uncertainties resulting from the combina-
tion of entries in Tables III and IV must be added
the one-sided uncertainties shown in Table II owing
to scattered and secondary electrons. As the
discussion in Sec. III B indicates, these one-sided
uncertainties are probably considerably over-
estimated. Table III does not include the uncer-
tainty ranging between 1% and 2% associated with
allowance for the effect of space-charge depres-
sion by the electron beam, which enters when the
cross section is determined from a plot, such as
in Fig. 6.
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P =3P/(2+ ,'P)— (18}

The five theoretical polarizations so obtained are
shown by the open circles in Fig. 7, where it is
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by the error bars. At aQ energies the majox'
source of uncertainty was statistical. Other
sources of error or uncertainty beyond those dis-
cussed earlier are judged negligible. These in-
clude polarization of the detection system (0.1%)
and possible misalignment of the polaroid by up to
3' with the relative velocity axis (~/P = 0.5%).

Percival and Seaton'9 give expressions for polar-
ization of a 'P to 'S transition directly excited by
electron imyact. For the case of zero nuclear spin
as is true for our CaII target, the predicted po-
larizations are

P(P(, -'S) =0, P('Ps(, -'S) =3(v, -c,)/(5o, +Vv, ),

(1V}

where 00 and o'~ are partial cross sections for
exciting the respective magnetic substates M~ =0
and I

Saraph" has calculated the cross sections v„
for exciting the 'P multiplet (H and K together)
using the reactance matrices from the three-state
close-coupling calculation of Burke and Moores. "
These were used to calculate the polarization of the
multiplet. Her values can be used to get theo-
retical E- line polarizations P~ through the ex-
pression VI. CROSS SECTIONS

Absolute cross sections for E-line emission
are shown in Table 7 for those points obtained
from plots of cross section versus electron cur-
rent such as shown in Fig. 6. Energies are cor-
rected values in e7, and column 2 of the table
shows uncertainty in the energy. Column 3 shows
the absolute cross section in units of 10 ' cm',
column 4 shows uncertainty (98% CL} in percent
including all effects except the absolute optical
calibration, and column 5 shows the total absolute
uncertainty (98% CL) in percent combining in

TABLE V. Absolute cross sections for exciting the X
line as obtained from 0 vs I plots. The uncertainty is
given both with and without including the uncertainty in
the absolute optical calibration, and is expressed at the
98% confidence level.

o(E)
10 6 cm

zrr%
relative

A0%
absolute

seen that the theoretical values are about 80% of
those measured.

For atomic systems Percival and Seaton" noted
that at threshold c,/vo-0. This allows a predic-
tion of threshold polarization for such systems,
and fox an atomic system one would predict from
Eq. (17) a threshold polarization of 0.60. We note,
however, that such a prediction cannot be made
for ion excitation; since, due to the Coulomb in-
teraction, v, /v, $0 necessarily at threshold. The
threshold value for I' as measured here is near
0.24. As pointed out'~ at high energies o;/c, -~,
and the high-energy limit for polarization pre-
dicted from Eq. (1V) in this case is -0.429. This
prediction should be valid for ion excitation, and
the data are consistent with this, though at the
highest energy at which measurements were made
the polarization is only 44% of the limiting value.

Measured polarizations of the B line are at
3.5 eV [-0.01V +0.041], at V.V eV [-0.014 +0.031],
at 96.8 eV [-0.0046 +0.0075], at 227 eV [-0.004V
+0.005V], and at 23V eV [-0.002+0.010]. It is
seen that in accord with the predictions of Eg. (17)
the polarization is zero within the precision of
the measurements.
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FIG. 7. Polarization fraction P fEq. {7)]vs electron
energy in eV. Crosses and dots were obtained about 1
yr apart. Flags represent standard deviations. Open
circles connected by the line are calculated points of
Saraph (Ref. 20).
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TABLE VI. Absolute cross sections with total uncer-
tanties at the 98% confidence level for exciting the H
emission and the ratio of cross sections for exciting the
X and H emission.

&a
10 "cm'

Uncertainty

3.3
5.3

10.2
19.0
38.2
89.4

231.5
325
335

5.4
8.2
7.3
5.8
4.3
2.6
1.46
1.14
1.15

9.8
9.6
7.8
7.3
7.5
7.5
8.2
8.3
8.4

2.07
2.00
2.03
2.00
1.99
2.03
1.98
1.84
1.84

14
13
11
11
11
11
11
12
12

quadrature the 5.6% for optical calibration with
numbers in column 4. The one-sided uncertainties
of Table II have not been included in the listing.

Table VI gives H-line emission cross sections
for several energies along with the total absolute
uncertainty (98/p CL} in percent. Column 4 shows
the ratio of the K-line cross section to the H-line
cross section, and column 5 the percentage un-
certainty in this ratio. Data for this ratio were
taken by alternately observing the K and & emis-
sions, so form factor, drift, etc. played a mini-
mum role in the determination.

In LS coupling the ratio of the cross sections for
exciting the 'P~, and the Pg2 levels is in the ratio
of the statistical weights, i.e., 2:1. The observed
ratios are all 2:1 within the uncertainty of the
measurements, and the average value for all en-
ergies of c~/as is 1.98+0.03 (SD).

Figure 8 shows a plot of the absolute cross sec-
tion for K-line emission as a function of electron en-
ergy, giving a comparison between the measured
values and some theoretical excitation cross sec-
tions. The low-energy theoretical values (B}
represent the three-state close-coupling calcula-
tion of Burke and Moores, "and the classical
binary-encounter calculation of Tripathi et al."
is also shown at low energies. Values at higher
energy (S) are the Coulomb distorted-wave calcu-
lations of Burgess and Sheorey" using Hartree-
Fock wave functions adjusted to give the experi-
mental transition probability of Gallagher. " To
make the comparison in the figure, the calculated
multiplet excitation cross sections have been mul-
tiplied by —,'x0.946 x map to get the K-line emission
cross sections (0.946 is the branching ratio" be-
tween 4P- 4S and 4P- 3D transitions) in units of
10-~6 cm2

In fact, of course, cascade from higher levels
(Fig. 1) may also contribute to the population of
the 4P level, and the measured emission cross
section can be expressed

o, (4P-4S) =y(4P-4S)

x o,„4S-4P + ynl-4P 0,„4S-nl

(19)
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FIG. 8. Absolute emission cross sections for the K
line (3934 A) of Ca n as a function of incident electron
energy. Crosses indicate data taken using interpolated
form factors. Dots had individual form-factor measure-
ments. Flags represent total error (random and system-
atic) at the 98% CL. Points B represent close-coupling
calculations of Burke and Moores (Ref. 16). Points S are
Coulomb distorted-wave calculations of Sheory and Bur-
gess (Ref. 18). The solid curve going to 0 at threshold
(vertical dashed line) is the classical binary-encounter
calculation of Tripathi ef aI, . (Ref. 17).

where g, denotes an emission cross section,
e„an excitation cross section, y's are branching
ratios, and the sum is over states n higher than
4P. We must ask about the relative contribution of
the terms in the summation sign to understand the
validity of the comparison in Fig. 8. No direct
measurements of these cascade terms were made,
and we depend on three less direct sources to indi-
cate the magnitudes of these terms: (i) mea-
sured'~'" cascade contributions in K which is iso-
electronic with Can, (ii) classical calculations of
cascade terms by Burgess, 's and (iii) structure in
the measured cross section.

From their experimental investigation of the
electron-impact excitation of K in the energy
range from threshold to 30 eV, Zapesochnyi and
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FIG. 9. Absolute emission cross section for the E
line near threshold. Points vwre taken in scans and
form factors obtained by interpolation tsee text). The
curve is the close-coupling calculation of Burke and
Moores (Ref. 16).

Shimon'~ conclude that cascade from higher levels
contributes about 10% to the observed resonance
line emission. It can be inferred from their
work" that approximately 63% of the cascade is
from S states, approximately 37% is from D
states, with 30% from the 3D state in particular
(and that less than 1% arises from excitation of
higher P states). ln general the cross sections
for exciting higher states decrease fairly rapidly
with increasing principal quantum number. How-
ever, it should be mentioned that in E, cascade
from the 4D state is anomalously low contributing
only a fraction of 1/0 to the total cascade. Some
care is needed in applying these results to the iso-
electronic ion Ca'. In this case the 3D level lies
below the 4P level (Fig. 1) leading one to suspect
that the total cascade contribution might be less
than for E.

Burgess" has classically calculated cross sec-
tions for exciting the higher e levels (all i) sug-
gesting a cascade contribution of 5% at the 5s
threshold (6.5 eV) and 10% at the ionization thresh-
old (11.9 eV). However this calculation is likely"
to overestimate (perhaps by 50%) cascade. In the
Bethe approximation, '~ valid at high energies, the
cross sections for exciting the 8 and D levels fall
off with energy as 1/E while the cross sections
fox' the dipole-allowed resonance transitions fall
off as (1nE)/E. Thus at 250 eV the cascade con-
tribution is likely to be less than (possibly only
50% of} the contribution at the ionization threshold.

Direct evidence for the smallness of the cascade
contribution comes from an examination of Fig. 9.
This shows the X-line cross section at low ener-
gies in greater detail and with more points than
Fig. 8. Since the cross sections for exciting the

cascade transitions are finite at threshold, the
absence of any significant structure in the reso-
nance line emission cross section at the 55 and 4D
thresholds suggests that the combined cascade
contribution from these two levels is probably
less than 5%.

On the basis of the evidence cited we conclude
that a reasonable assessment of cascade contribu-
tions is 5 ~ 3% at the 58, 4D thresholds, 8 + 6% at
the ionization threshold, and 6 +6% above 250 eV.
These contributions have neithex been added to
the theoretical curves nor subtracted from the
experimental points in Figs. 8 and 9, and this
must be borne in mind when making a comparison.

Referring again to Figs. 8 and 9 it is seen that
the close-coupling results are about 1.45 times
the measured values f Calculation of cross sec-
tions at low energies has long been a major chal-
lenge to theory, and it seems to be currently
acknowledged that the close-coupling approach
is the most reliable available method. For hydro-
gen excitation the method has predicted cross
sections agreeing with experiment" "within
10-15%after the addition of 20 electron-electron
correlation terms. "" Yet, the same success
has not been achieved with He', where predic-
tions" "are still a factor of 2 higher than mea-
sured4'4' cross sections which have been normal-
ized to the Born approximation at high energies
and corrected for a large amount of cascade. In
sodium the success of the method has again been
impressive, producing excellent agreement be-
tween experiment~ and theory4'~ in the range
threshold to 5 eV.

In moving to more-complex systems such as
the present case of Cau, the close-coupling ap-
proximation is susceptible to additional errors
arising from the use of approximate bound eigen-
states. Since the Hartree-Fock radial wave func-
tions used by Burke and Moores in the Ca' 4s-Sd-
4p calculation gave eigenenergies differing by 10%
or more from the experimental ones, they solved
the close-coupling equations using experimental
enex gies. This procedure is not a self-consistent
one and may actually give poorer cross sections,
since different portions of the radial wave func-
tions contribute to the expectation values of the
energy and the dipole transition probability. Burke"
has pointed out that a 35% discrepancy in the cross
section between the close-coupling theory and
experiment, is consistent with discrepancies of
similar magnitude in the Ca atom resonance widths
calculated in the same approximation. He suggests
that to improve the calculation it will probably be
necessary to include configuration-interaction ef-
fects in the target and perhaps to include more
coupled channels in the collision process.
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A dip in the cross section near 5 eV can be seen
in both Figs. 8 and 9, and is reproducible in repeti-
tive scans of o at low energies. (Figure 9 is a
composite of several such scans. ) This feature
lying 1.5 eV below the Ss level is probably associ-
ated with autoionizing levels belonging to the 5snl
and 4dnl series. Autoionizing levels associated
with the 4pnl and 3dnl series have been observed
opticall. y,

""but observations did not extend to
short enough wavelengths to observe the level(s)
involved here.

Taking into account the measured spread in elec-
tron energies [Eg. (9)], the expected" finite cross
section at threshold is strikingly demonstrated by
the results in Figs. 8 and 9. This feature has a
profound effect" "upon rates in plasmas where
one averages over a thermal distribution of veloc-
ities. Emission coefficients u obtained by aver-
aging measured cross sections times velocity are
shown for the K line in Fig. 10 where a ex is
plotted versus temperature Her. e X= E~/kT
=36 566 'K/T, and units are 10 ' cm' sec '. If one
assumes a constant cross section past threshold
of 16x10 "cm', the K-line emission coefficient
is u=1.90x10 'X '~'(X+1}e x. Values computed
from this expression agree to better than 1% with
the numerically integrated values shown in Fig. 10
out to about 10' K. At 2x104 K the above form
gives a value 1.5% too high, and at 10' K it gives
a value 30% too high.

The classical calculation of Tripathi et al."does
not exhibit the finite cross section at threshold,
and at energies above 20 eV clearly shows a di-
vergent shape. However, near the peak of the

cd =A. lnE+ B, (20)

where the constants are provided by the Bethe ap-
proximation. Thus a plot of oE vs 1nE provides a
more revealing comparison with theory at moder-
ate and high energies and also is a useful test for
energy dependent systematic errors in the experi-
ment. To make this comparison we have con-
verted the measured emission cross section for
the K line into a cross section for excitation of
the 4p multiplet by dividing by the factor (+x0.947
x mat). The product Q=o E is then the total colli-
sion strength for excitation of the 4P multiplet

E in eV
IO IOOO

I I I I III

140-

120-

classical function in the range V-30 eV the mag-
nitude of this calculation is in (10%}agreement
with the measured values. It is difficult to assess
the significance of this agreement, but the fact is
worthy of note. The emission coefficient computed
using this cross section is also shown in Fig. 10.

Figure 8 shows the Coulomb distorted-wave
calculations of Burgess and Sheorey~ merging
with the measured cross sections at high energies.
This comparison is better viewed in another way,
however. It is well known that the product of
cross section and energy is generally a relatively
slowly varying function of energy which at suffi-
ciently high E, assumes the form

X= E~ kT
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FIG. 10. K-line emission coefficient n times ex
(where %=36566 K/T) as a function of T computed us-
ing a Boltzmann distribution of electron velocities.
Solid curve used measured cross sections and the dashed
curve used the classical cross section of Tripathi et al.
(Ref. 17).
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FIG. 11. Comparison of theoretical and experimental
collision strengths for the Ca && 4s 4p transition. BT
= Bethe asymptotic slope based on oscillator strength of
Gallagher (Ref. 33). CBT' = nonunitarized Coulomb-
Bethe (Ref. 18). CBT=unitarized Coulomb-Bethe (Ref.
18). CDW = Coulomb distorted-wave calculations (Ref.
18) where the dashed curve was computed with Hartree-
Fock wave functions adjusted to give bound-state eigen-
energies in agreement with experiment, and the con-
tinuous curve is based on wave functions modiQed to
more nearly give the experimental oscillator strength
of Gallagher (Ref. 33). CC =4s-3p-4d close coupling
(Ref. 16). Experimental points incRde cascade estimated
to be 6 +6%%up at 250 eV. Flags are 98% confidence limits
on the absolute collision strength.
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except that the result needs to be reduced accord-
ing to the amount of cascade.

In Fig. 11 it can be seen that above 25 Ry the
experimental cross section is merging with the
Coulomb-distorted-wave calculations of Burgess
and Sheorey" (which at these energies are almost
identical with their Coulomb-Born calculations-
see Fig. 2). As expected, the calculation based on
bound-state wave functions, which gives more
nearly the measured" dipole transition probabil-
ity, rather than the correct bound-state energies,
is more in line with the experimental cross sec-
tion. The Coulomb-Bethe approximation, which
includes only the long-range part of the interac-
tions occuring in the Coulomb-Born, appears to
be diverging from both the Coulomb-Born and the
plane-wave Bethe calculations. (Burgess and

Sheorey used the nonunitarized Coulomb-Bethe
approximation to calculate the contribution to the
collision strength from large values of the angu-
lar momentum; these remain significant in Cou-
lomb-Born calculations for positive ions. )

An examination of Fig. 11, recognizing the pres-
ence of a cascade contribution in the experimen-
tal cross section of about 6+ 6% at about 20 Ry
leads to the following comments: (a) The experi-
mental collision strength has probably not yet
reached the Bethe regime (where the slope of oE
vs lnE decreases into agreement with the Bethe
asymptotic slope) at an energy of 25 Ry (110
thresholds). (b) The highest-energy points may

be too large, as allowed for in the error bars, due
to the presence of low-energy secondary elec-
trons in the beam. (c) At 25 Ry the absolute cross
section is in agreement with the Coulomb-Born
calculation well within the experimental uncer-
tainty (+ 6% plus uncertainty in cascade) and also
within the uncertainty of the calculation, which
Burgess" estimates at around s 10% in this energy
range.

That the Born regime is not reached at lower
energy may seem surprising in the light of other
cases (ls-2s, 1s-2P transitions in H, 1s 2s in
He') where it appears to be reached at less than
20 thresholds. However, these generally involve
simple atoms with relatively high threshold ener-
gies. In studying the resonance transition in Na,
for which the threshold is 2.1 eV, Enemark and
Gallagher" found that in going from high to lower
energies the experimental collision strength began
to diverge from the Born results at 250 eV or 120
thresholds, the divergence being 1.3% at 250 eV
and 6.2% at 100 eV.
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