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There is an increasing interest in the use of the random-phase approximation �RPA� and extensions thereof
to calculate ground-state correlation energies within the Kohn-Sham formalism. However, current implemen-
tations of these RPA-based functionals resort to the use of mean-field-like approximations when obtaining
Kohn-Sham eigenorbitals and eigenenergies. In this paper we exactly calculate RPA and related results for a
model system in which different correlation regimes can be easily addressed. We explore the reliability of such
methods in the limit of strong interactions and pay special attention to the importance of a self-consistent
resolution of the corresponding Kohn-Sham equations. In particular, we show that the self-consistent imple-
mentation of these methods provides accurate correlation energies and ground-state densities even when
mean-field approximations dramatically fail.
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I. INTRODUCTION

The Kohn-Sham �KS� formulation �1� of density-
functional theory �DFT� �2� is presently a method of choice
for calculating structural properties in both quantum chemis-
try and condensed-matter physics �3�. The KS scheme is
built on the existing link between any N electron system and
a noninteracting counterpart, the fictitious KS system. This
link is made through the functional derivative of the so-
called exchange-correlation �XC� energy functional EXC�n�
which includes all nontrivial many-body effects of the real
electron system. Since KS-DFT is an exact theory, full pre-
dictive power might be obtained as long as suitable approxi-
mations to the XC energy functional were made.

It has been argued that the heaven of chemical accuracy
could be reached by using sophisticated XC functionals de-
pending not only on the one-electron density n�r� but also on
the orbitals �n�r� and eigenenergies �n of the fictitious KS
system �4,5�. A price to pay is the risk of missing one of the
most appealing aspects of DFT, the efficiency of the popular
local-density approximation �LDA� �1,6� and generalized
gradient approximation �GGA� �7�. Bearing this in mind, the
orbital-dependent meta-GGA functionals proposed in the last
years by Perdew, Scuseria, and co-workers �8–10� offer a
striking balance between computational cost and reliability.
In any case, even if the spirit behind the construction of
those meta-GGAs were abandoned, the use of advanced
orbital-dependent XC functionals can be still competitive if
compared, for instance, with quantum Monte Carlo, configu-
ration interaction, or coupled cluster methods.

In general, these advanced XC functionals contain the ex-
act exchange energy functional EX�n�:

EX�n� = − 2�
1

2�
nm

occ � drdr�cnm�r�w�r,r��cmn�r�� , �1�

where cnm�r�=�n
��r��m�r�, w�r ,r�� is the electron-electron

interaction, and the factor 2 appears as a result of the sum
over spin degrees of freedom �we will restrict ourselves to
spin-unpolarized systems and use Hartree atomic units unless

otherwise specified�. The evaluation of the functional deriva-
tive vX�n��r�=�EX�n� /�n�r� can be done via the optimized
potential method �11�, and then, the correlation energy
EC�n�=EXC�n�−EX�n� is the only ingredient that must be ap-
proximated. This has to be done taking into account that the
well-known compensation of errors between exchange and
correlation that appears in the LDA and, to a lesser extent, in
GGAs does not hold anymore. Hence, any correlation energy
functional amenable to be used together with the exact ex-
change one �Eq. �1�� must be accurate enough by itself to
provide meaningful results.

From this perspective, an interesting route is the construc-
tion of a perturbative expression of the correlation energy in
terms of the KS orbitals and eigenenergies �5,12–15� much
akin to the standard Møller-Plesset expansion. Other ap-
proaches can be formulated from Green’s-function many-
body perturbation theory �16–20� or using the so-called adia-
batic connection fluctuation-dissipation theorem �ACFDT�
�21–23�. The latter exactly relates the ground-state DFT cor-
relation energy of any electron system with its density-
response function. Namely,

EC�n� = − Im�
0

� d�

2�
�

0

1

d	� drdr�w�r,r��

� �
	�r,r�;�� − 
0�r,r�;��� , �2�

where 
	�r ,r� ;�� is the response of a fictitious system of
electrons with the scaled interaction 	w�r ,r�� and whose
ground-state density equals the actual one. Then, 
0�r ,r� ;��
is the density response of the fictitious noninteracting KS
system:


0�r,r�;�� = 2�
nm

�fn − fm�cnm�r�cmn�r��
� + ��n − �m� + i0+ , �3�

where fn �0 or 1� are the Fermi occupation numbers. The
interacting response 
	 can be evaluated in the framework of
time-dependent density-functional theory �TDDFT� �24,25�
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by solving the Dyson-type equation �usual matrix operations
are implied�


̂0��� = �1̂ − 
̂0����	ŵ + f̂XC,	�����
̂	��� , �4�

where fXC,	�r1 ,r2 ;�� is the dynamical XC kernel of the fic-
titious system with the scaled interaction 	ŵ. Thus, any ap-

proximation to f̂XC,	��� defines, by construction, an ACFDT
correlation energy functional. For self-consistent implemen-
tations within the KS scheme, the corresponding correlation
potential vC�n��r�=�EC�n� /�n�r� should be evaluated ac-
cordingly �26–28�.

Despite its evident computational cost, the ACFDT func-
tionals have some appealing features. First, they are based on
a formally exact expression which already contains many of
the ingredients needed to describe properly electron many-
body effects. Second, ground- and excited-state properties
are treated under the same framework. With these motiva-
tions in mind and thanks to the growth of available compu-
tational power, the ACFDT has been applied, so far, to many
different systems with very promising results. Such calcula-
tions include jellium systems �29–34�, model quantum dots
�35�, atoms and molecules �17,19,36–44�, and solids
�34,45–48�. Furthermore stable and/or efficient numerical
implementations of the ACFDT have been already developed
�34,44,47–49�. However, almost all of these calculations
have been performed in a non-self-consistent post-LDA or
-GGA fashion because the evaluation of the ACFDT corre-
lation potential is a formidable task. Actually, ACFDT corre-
lation potentials have been only evaluated for model electron
systems �35,50�, atoms �37�, and simple bulk crystalline sol-

ids �51�, either neglecting f̂XC,	��� �which is formally
equivalent to the random-phase approximation �RPA�, that is,
to the resummation of the so-called ring diagrams in the
language of many-body theory� or using very simple ap-
proximations to the XC kernel. Moreover, a detailed assess-
ment of the self-consistent implementation of ACFDT when
LDA or GGA orbitals are not accurate at all has not been
performed yet. Another problem is that, as it is already
known, some model XC kernels which provide reasonable
excited-state spectra are not suitable for correlation energy
calculations and vice versa. Finally, the success of the
ACFDT when studying dissociation processes �dispersion
van der Waals forces are correctly described �30,33,46,47�
and static correlation effects can be incorporated without
spuriously breaking the spin symmetry of the system �43�� is
not complete. An unphysical repulsion between the atoms
appears at a large but finite internuclear distance and the size
consistency of the ACFDT functionals is not always guaran-
teed �43�. These failures are a signature of crude approxima-
tions to the XC kernel but, certainly, they must be sorted out
in order to provide further support to the ACFDT for being
the basis of a next generation of electronic structure meth-
ods.

To gain insight into some of these issues we will consider
a model one-dimensional �1D� system: two spin-1

2 fermions
bound by a harmonic potential vext�x�= 1

2kx2 and interacting
through the repulsive potential w�x1 ,x2�=− 1

2 �x1−x2�2. This is
the 1D equivalent of the so-called Moshinsky atom �52�,

whose ground- and excited-state wave functions and
eigenenergies can be analytically obtained by simply doing a
change in variables that separates the center-of-mass and the
relative-motion contributions to the two-particle wave func-
tions. As we will see in this paper, the same holds for the
ACFDT correlation energies under the RPA and using the
exact exchange-only kernel �EXK� fX,	=	�vX /�n, where vX
is the exact time-dependent exchange potential �53�. Thus,
although the fermion-fermion interaction of the Moshinsky
atom is not realistic at all, this system is an ideal scenario to
explore fundamental aspects of ACFDT advanced energy
functionals.

The outline of the paper is as follows. In Sec. II we will
present the exact results for the 1D Moshinsky atom that will
be used in the rest of the paper. Section III will be devoted to
the performance of the RPA and EXK correlation energies
when evaluated over the exact density profiles, whereas the
self-consistent implementation of these functionals will be
discussed in Sec. IV. In Sec. V we will analyze the results
obtained from the exact static XC kernel within the ACFDT
framework. The corresponding conclusions will close the pa-
per.

II. SOME EXACT RESULTS

The Hamiltonian of our model system is

H = �
i=1

2 	−
1

2

�

�xi
2 +

1

2
kxi

2
 −
	

2
�x1 − x2�2, �5�

with xi being the coordinate of the ith fermion �we use a
system of “atomic” units where �=m=1, with m being the
fermion mass� and where we have introduced a dimension-
less interaction strength 0�	�1. As mentioned in the intro-
duction, this is a simple solvable model that has been often
used to explore the nature of correlations in interacting fer-
mion systems. Therefore, some of the results that will be
presented in this section are well known, but mainly re-
stricted to the three-dimensional case �see, for instance, the
recent works by March et al. �54–59� and references
therein�. Furthermore, to the best of our knowledge a de-
tailed description of the exact correlation energy functional
including its relation to the adiabatic connection theorem
�21,22,60� has not presented so far for the Moshinsky atom.
Thus, it is worthwhile to present in this section all the rel-
evant exact results that will be used in our subsequent analy-
sis.

By doing the unitary change in coordinates X= �x1
+x2� /�2, = �x1−x2� /�2, original Hamiltonian �5� is trans-
formed into the trivial one corresponding to two uncoupled
harmonic oscillators with frequencies �ext=�k and �int
=�k−2	. Thus, the exact spacial eigenfunctions and
eigenenergies can be labeled with two quantum numbers n
=0,1 ,2 , . . . and l=0,1 ,2 , . . . in such a way that

�nl�x1,x2� = �n	�ext,
x1 + x2

�2

�l	�int,

x1 − x2

�2

 ,
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Enl = 	n +
1

2

�ext + 	l +

1

2

�int, �6�

with �i�� ,x� being the ith eigenorbital of a 1D harmonic
oscillator with mass m=1 and frequency �. Note that the
quantum number l defines the parity of �l��int ,�, and as a
consequence, the symmetric or antisymmetric character of
�nl upon the exchange of spacial coordinates. That is, the
spin state�s� of the energy level nl must be a singlet �triplet�
if l is even �odd�. In particular, the ground state n= l=0 is a
singlet whose energy and spacial wave function are

Eg =
�ext + �int

2
=

�k + �k − 2	

2
, �7�

�g�x1,x2� = N exp	−
�extX

2 + �int
2

2

 , �8�

with N= ��ext�int /�2�1/4 being a normalization constant.
Note that kcrit=2	 is a critical value since the external poten-
tial can bind the two particles only if k�kcrit.

The ground-state expectation values of the kinetic, exter-
nal, and interaction energies are

�T̂g =
�ext + �int

4
=

�k + �k − 2	

4
,

�V̂extg =
�ext�int + �ext

2

4�int

=
�k�k − 2	 + k

4�k − 2	
,

�Ŵg =
�int

2 − �ext
2

4�int
=

− 	

2�k − 2	
, �9�

respectively, and the ground-state density is

ng�x� = 2��0��g,x��2 = 2	�g

�

1/2

exp�−�gx2� �10�

where

�g =
2

�ext
−1 + �int

−1 =
2

k−1/2 + �k − 2	�−1/2 . �11�

It is also straightforward to get the exact values of the KS
kinetic, external, Hartree, exchange, and correlation energies:

TS�k,	� =
�k�k − 2	

�k + �k − 2	
=
�g

2
,

Vext�k,	� =
1

4	�k +
k

�k − 2	

 =

k

2�g
,

WH�k,	� = −
	

2	 1
�k

+
1

�k − 2	

 = −

	

�g
,

EX�k,	� = −
1

2
WH�k,	� ,

EC�k,	� = WC�k,	� + TC�k,	� , �12�

where TC�k ,	� and WC�k ,	� are the kinetic and the potential
�or the interaction energy� contributions to EC�k ,	�, respec-
tively,

WC�k,	� =
	

4	 1
�k

−
1

�k − 2	

 ,

TC�k,	� =
1

4

��k − �k − 2	�2

�k + �k − 2	
. �13�

Equation �10� tells us that the exact KS system consists of
two noninteracting fermions under the action of a harmonic
potential with frequency �g,

vS�x� =
1

2
�g

2x2 +
�k − 2	 −�g

2
, �14�

where we have added a constant to align the energy of the
doubly occupied KS state with the exact ionization energy of
the system �k−2	 /2. Reciprocally, a generic Gaussian den-
sity n��x�=2��0�� ,x��2 is the ground-state one of a system
of two interacting fermions bound by an external harmonic
potential whose frequency ��� ,	� is given implicitly by the
equation

� = 2	 1

���,	�
+

1
����,	�2 − 2	


−1

. �15�

This is a very simple illustration of the Hohenberg-Kohn
theorem �2� which, in turn, also serves to find a number of
exact expressions for density functionals if restricted to
Gaussian densities. For instance, using Eqs. �13� and �15� we
can see that WC

�	��n�� �the potential contribution to the cor-
relation energy functional when the interaction strength is 	�
is given by

WC
�	��n�� =

	

2���,	�
−
	

2�
. �16�

To help the reader when following the analysis below, the
ground-state energy Eg and the frequency �g that defines the
ground-state density are plotted in Fig. 1 for 	=1 �full inter-
action between the fermions�. For comparison we also in-
clude the self-consistent Hartree-Fock �HF� results Eg

HF

=��ext
2 −1 and �g

HF=Eg
HF �61�, as well as the exact XC and

correlation energies �62�. As we may see, the smaller the
value of �ext the more important the correlation effects, and
the deviations between the exact and the HF results are fairly
important even for finite �ext. The limit �ext→�2 corre-
sponds to the onset of stability of the Moshinsky atom,
where the performance of the HF approximation is extremely
poor. Note that in this limit, the correlation energy diverges,
whereas the XC one tends to �2 /2.

Since we have considered arbitrary interaction strengths
	, the construction of the exact adiabatic-connection curve
for any Gaussian ground-state density n��x� is straightfor-
ward. Indeed, according to the adiabatic connection theorem
�21,22,60�, EC�n� can be written exactly as
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EC�n� = �
0

1

d	
1

	
WC

�	��n� � �
0

1

d	UC
�	��n� , �17�

and by simple substitution we arrive at the important relation

EC�n�� = �
0

1

d		 1

2���,	�
−

1

2�



=
1

2
	 ����� −��2

2���� −�
+

1

����
−

1

�

 �18�

�note that if 	=1 then we skip any dependence on 	�. Equa-
tion �18� illustrates the convenience of the Moshinsky model
to study not only ACFDT functionals but also the adiabatic
connection itself, which plays a central role in the founda-
tions of DFT. In fact, such a study is not easy to carry out
even for few-electron systems �63–66� since it is necessary
to obtain the external potential that leads to the same ground-
state density for the whole range of the interaction strengths.

The exact adiabatic connection curve �Eq. �18�� is repre-
sented in Fig. 2 for three different regimes: weak, intermedi-
ate, and high correlation. Whereas for weak correlation ��
�0� UC

�	��n�� is almost a straight line �a signature of the
accuracy of Görling-Levy second-order perturbation theory
�12��, its curvature is already evident in the intermediate cor-
relation regime. For small �, UC

�	��n�� quickly reaches an
almost constant value which reflects that the interaction con-
tribution WC to the total correlation energy dominates over
the kinetic one TC. There is an apparent resemblance with the
behavior of the adiabatic connection in the dissociation pro-
cess of molecules �66�. However, for the highly correlated

Moshinsky atom TC�ng�→ �T̂g, whereas, for instance, in the
dissociated H2 molecule TC�ng�→0. Actually, regarding the

nature of fermion correlations, the present model is much
closer to the so-called Wigner molecules �67–69�, where
strong correlations lead to the appearance of electron local-
ization effects.

III. TESTING THE RPA AND EXK

Let us consider a 1D Moshinsky atom whose exact
ground-state density is n��x�. As mentioned in the previous
section, the corresponding KS system consists of two nonin-
teracting fermions bound by a harmonic potential of fre-
quency �. Then, the noninteracting KS response 
̂0��� �Eq.
�3�� can be written as


0�x1,x2;�� = �
n=1

�

�n�x1�gn
�0�����n�x2� �19�

�for the sake of simplicity, we omit the dependences on ��.
Here, �n�x�=�0�� ,x��n�� ,x� is a set of nonorthogonal or-
bitals and

gn
�0���� =

2

� − n� + i0+ −
2

� + n� + i0+ . �20�


̂0��� can be seen as a frequency-dependent operator in the
one-fermion Hilbert space:


̂0��� = �
n=1

�

��ngn
�0������n� , �21�

and the interacting response 
̂	��� is, formally,


̂	��� = 
̂0��� �
M=0

�

��	ŵ + f̂XC,	����
̂0����M . �22�

The RPA neglects the XC kernel whereas the EXK for a
two-fermion system is static and simply given by −	ŵ /2.
Then, under these approximations, the interacting response is

FIG. 1. �Color online� Upper panel: the exact �solid line� and
HF �dash-dotted line� ground-state energies as a function of the
frequency �ext=�k at full interaction strength �	=1�. The exact XC
�dotted line� and the correlation �dashed line� energies are also in-
cluded. Note that the XC energy is positive, whereas the correlation
energy is negative and diverges in the limit �ext→�2. Lower panel:
the exact �solid line� and HF �dash-dotted line� frequency �g asso-
ciated to the ground-state density.

FIG. 2. �Color online� The exact adiabatic connection curve
UC

�	��n�� /EC�n�� for Gaussian densities n��x� with �=5, 1, and
0.1. These densities illustrate the weak �dashed line�, intermediate
�dotted line�, and high �solid line� correlation regimes, respectively,
and correspond to Moshinsky 1D atoms with �ext=5.102, 1.591,
and 1.415. Note that the area under the curves is always equal to
one.
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̂	
RPA/EXK��� = 
̂0��� �

M=0

�

��	ŵ
̂0����M . �23�

where � is equal to 1 for the RPA and to 1
2 for the EXK. This

infinite summation can be done analytically just bearing in
mind that for n ,m�1

��n�ŵ��m =� dx1dx2�n�x1�w�x1,x2��m�x2� =
�n,1�m,1

2�
,

�24�

which implies that


̂0����ŵ
̂0����M = ��1	g1
�0����
2�


M

g1
�0������1� . �25�

Thus, by substituting Eq. �25� into Eq. �23� we have that


̂	
RPA/EXK��� = �

n=1

�

��ngn
�	������n� , �26�

where gn
�	����=gn

�0���� for n�2 and

g1
�	���� = g1

�0���� �
M=0

� 	 �	g1
�0����

2� 
M

=
�

�̃
� 2

� − �̃ + i0+
−

2

� + �̃ + i0+� , �27�

with �̃=��2+2�	. That is, the poles of the RPA, EXK, and
KS responses for Gaussian densities n��x� are the same
�multiples of the frequency �� excepting the first one, which

is � for the KS response and �̃ for the approximate inter-
acting ones. This result could have been also obtained from
Eq. �24� and using Casida’s formulation �70� of TDDFT.

The corresponding RPA and EXK excitation energies ex-
tracted from the full-interaction response �	=1� can be com-
pared with the exact ones, which we label using the quantum
numbers n , l �l is even to preserve the spin symmetry�:

�nl�n�� = Enl�n�� − Eg�n�� = n���� + l�����2 − 2

�28�

�note how we emphasize the functional dependence on the
ground-state density�. Such a comparison is made in Fig. 3,
where we plot the exact excitations energies �Eq. �28��, the
EXK ones ��2+1, 2�, 3�, etc., and, for completeness, the
first RPA excitation energy ��2+2. Focusing on the EXK, it
is obvious that it is not able to describe the rich spectrum of
the model system except for the excitation �10�n��, which is
very well reproduced in the weakly correlated regime �
�0. In the highly correlated limit, however, such an agree-
ment is worse. Of course, the simplicity of the approximated
spectra is due to the absence of any frequency dependence in
the XC kernel. This limitation is even evident for ��0: the
multiplets of actual excitations are reduced to a single EXK
or RPA excitation, a general behavior already described in
detail by Maitra et al. �71�.

Expression �26� can be also used to obtain the RPA and
EXK correlation energies, one of the main objectives of the

present work. Since �
̂	���= 
̂	���− 
̂0��� is equal to
��1�g1

�	����−g1
�0�������1�� ��1�g1

�	������1�, we have that

UC
�	��n�� = − Im�

0

� d�

2�
� dxdx�w�x,x���
	�x,x�;��

� − Im�
0

� d�

2�
��1�ŵ��1�g1

�	���� . �29�

Now, using Eqs. �24� and �27� and performing the integration
over �, we arrive at

UC
�	��n�� � −

1

2	 1

�
−

1
��2 + 2�	


 . �30�

Finally, the integral over the interaction strength is immedi-
ate. The RPA or EXK EC�n�� functionals are

EC
RPA/EXK�n�� = −

1

2�
+

��2 + 2� −�

2�
, �31�

and adding the exact exchange term 1 / �2�� we obtain the
RPA/EXK XC functionals.

In Fig. 4 we represent the errors committed by the RPA
and the EXK correlation functionals. As we may see, the
RPA reproduces the exact limit of the correlation energy at
�=0 but there is an overall overestimation of EC�n�� �in
absolute value� especially in the region around ��0.6.
Then, the RPA absolute error decreases for higher �. How-
ever, the latter masks the known bad performance of the RPA
correlation functional which, as can be observed in the inset
of Fig. 4, is qualitatively worse as the frequency � increases.
On the contrary, the EXK is not able to give the exact limit
of the correlation energy in the stability onset since
lim�→0 EXC

EXK�n��=1��2 /2, and this approximation is not
accurate in the highly correlated regime. However, the EXK

FIG. 3. �Color online� Exact excitation energies �nl�n�� �solid
lines labeled with the quantum numbers nl� for a 1D Moshinsky
atom whose ground-state density is n��x� The EXK excitations
�dotted lines� and the first RPA excitation �dashed line� evaluated
from n��x� are also included. The EXK and RPA approximations
are only able to account for the n=1, l=0 excitation which, in the
highly correlated regime, is not the lowest one. All the other exci-
tations correspond to nearly-degenerated multiplets in the limit �
�0, and the description of such multiplets are completely out of the
scope of EXK and RPA.
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performs slightly better than the RPA for ��1 �where the
EXK percent error in the correlation energy is around 20%�
and shows its clear superiority when ��2, becoming a very
good approximation to the correlation energy in the limit of
weak interactions.

For our model system, the failure of the RPA when evalu-
ating the correlation energy for weakly interacting systems
can be easily traced back to the presence of self-interaction
errors, practically eliminated by the EXK approximation.
When the interaction is stronger, it is tempting to say that the
failure of both ACFDT functionals is due to the absence of a
frequency-dependent kernel since, as we have seen in Fig. 3,
the actual excitation spectrum have nothing to do with the
RPA/EXK ones. However, the good performance of the RPA
in the highly correlated limit contradicts this statement. In
fact, as we will see in Sec. V, it is possible to build an
extremely accurate ACFDT correlation functional for this
model system using a suitable static kernel.

IV. SELF-CONSISTENT RPA/EXK RESULTS

So far we have discussed the performance of the RPA and
EXK ACFDT correlation functionals when evaluated over
the exact ground-state density. However, such a density is
not exactly known in practical applications and must be ap-
proximated as well. In the present model system, for in-
stance, the HF density is fairly accurate if the fermion-
fermion interaction is weak �see Fig. 1�, but it is a poor
approximation for intermediately �1.5��ext�2� and highly
correlated ��2��ext�1.5� Moshinsky atoms. Then, it is im-
portant to see to what extent the EXK and RPA are able to
reproduce not only the energy, but also the ground-state den-
sity in those situations where mean-field approximations fail.
To do so we need to solve the self-consistent Kohn-Sham
equations, which requires the evaluation of the RPA/EXK
correlation potential. Fortunately, as it is shown in detail in
the Appendix, the RPA/EXK correlation potentials vC�n���x�
are quadratic �up to a constant� and the corresponding self-

consistent densities are going to be Gaussians. Therefore, for
a given external potential vext�x�= 1

2kx2= 1
2�ext

2 x2, the self-
consistent resolution of the KS equation is equivalent to the
minimization of the total-energy functional

Etot�n� = TS�n� + Vext�n� + WH�n� + EX�n� + EC�n� �32�

over the set of two-electron Gaussian densities n��x�. By
using Eqs. �12� and �31�, the RPA/EXK total-energy func-
tional is

Etot
RPA/EXK�n�� =

�

2
+

k − 2

2�
+

��2 + 2� −�

2�
, �33�

and the obtention of the frequency �g that minimizes Eq.
�33� is straightforward �72�, whereas the corresponding
ground-state energy is Eg=Etot�n�g

�.
The quality of the self-consistent ground-state densities

can be observed in Fig. 5, where we plot the differences
between the approximate HF/RPA/EXK �g and the exact
one �g

�ex�. As anticipated in Fig. 1, the HF prescription al-
ways overestimates �g and the ground-state densities are
more concentrated around x=0 than they should be. The
RPA overvalues the correlation effects and �g is underesti-
mated except in the region �2��ext�1.5 where the trend is
the opposite because, as commented before, the RPA corre-
lation functional is exact in the limit �ext→�2. Finally, al-
though the EXK performs poorly in this highly correlated
regime, it always leads to a great improvement with respect
the HF. In fact, the EXK gives the most accurate densities if
�ext�1.8, being practically exact in the weakly correlated
limit.

The behavior of the self-consistent total energies is rather
similar, as we can see in Fig. 6. The EXK is extremely ac-
curate for weakly correlated Moshinsky atoms and only
breaks down if �ext�1.8. The RPA overestimates correlation
effects and is a better approximation than EXK only in the
limit of strong interactions ��2��ext�1.5�. Finally, the im-
pact of the self-consistent resolution of the KS equations is
illustrated in the inset of Fig. 6, where we display the differ-
ences between the RPA/EXK total energies evaluated from
HF densities and the self-consistent ones. Such differences

FIG. 4. �Color online� The absolute errors committed by the
RPA �dashed lines� and the EXK �thick solid lines� when evaluating
the correlation energy for a Gaussian density with frequency �. The
inset shows the corresponding percent errors. Note the good perfor-
mance of the EXK for intermediate and high values of � and the
overall overestimation of the correlation energy �in absolute value�
given by the RPA.

FIG. 5. �Color online� Absolute errors in the evaluation of the
frequency �g that defines the self-consistent ground-state densities
using the HF �dash-dotted line�, EXK �solid line�, and RPA �dashed
line� as a function of the frequency �ext of the external potential.
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are negligible if �ext�2 which is, precisely, the region where
the EXK total energies are very accurate. If �ext�2 the er-
rors related to the lack of self-consistency are always less
than the inherent ones if we consider the EXK functional.
However, this post-HF implementation destroys the agree-
ment between the RPA and the exact total energies in the
highly correlated region. We can conclude that the perfor-
mance of these ACFDT functionals is not affected very much
if implemented in a non-self-consistent fashion in intermedi-
ately and weakly correlated systems. However, the good be-
havior exhibited by the RPA for highly correlated Moshinsky
atoms is clearly compromised by the lack of self-consistency.
Of course, this is not a surprise considering the very low
quality of the mean-field densities in this regime.

V. EXACT ADIABATIC TDDFT RESULTS

The results of the preceding sections suggest that the
quality of adiabatic ACFDT functionals �in the sense that
they are built from frequency-independent kernels� is very
sensible to changes in the structure of the excitation spec-
trum. However, the exact density response for the Moshinsky
atom is


�x,x�;�� = �
nl

l even

unocc

�nl�x��nl�x��snl��� , �34�

with �nl�x�= ��nl�n̂�x���00 /�2 and snl���=2� ���−Enl
+E00+ i0+�−1− ��+Enl−E00+ i0+�−1� �for the sake of simplic-
ity, we omit the dependences on the ground-state frequency
��. Then, the potential contribution to the correlation energy
�73�,

WC�n� = − Im�
0

� d�

2�
� dxdx�w�x,x��

� �
�r,r�;�� − 
0�r,r�;��� , �35�

can be rewritten sorting the excitations by multiplets, in such
a way that

WC�n�� = − �
n=1

� � dxdx�w�x,x��

� ��n�x��n�x�� − �
l=0

l even

n

�n−ll�x��n−ll�x��� .

�36�

Thus, the excitation energies do not appear explicitly in the
evaluation of UC�n�� �although there is an implicit presence
through, for instance, the f-sum rule�. Therefore, the success
of an ACFDT functional is more related to the proper ac-
count of the spectral weight of excitation multiplets than to
the capability to describe the fine structure of such multi-
plets. In other words, as long as there is a fair correspon-
dence between the approximated single excitations obtained
from an adiabatic kernel and the actual multiplets of excita-
tions, the corresponding ACFDT correlation functional can
exhibit a good performance.

In our model system, it is easy to see �using some well-
known properties of the Hermite polynomials �74�� that

�nl�x� = bnl�n+l�x� , �37�

where bnl is a coefficient that actually depends on the fre-
quency � of the Gaussian ground-state density. This implies
that


̂��� = �
n=1

�

��n� �
l=0

l even

n

bn−ll
2 sn−ll������n� � �

n=1

�

��ngn
�ex������n�

�38�

and that

WC�n�� = − �
n=1

�

��n�ŵ��n�1 − �
l=0

l even

n

bn−ll
2 � . �39�

Using Eq. �24� we have that �cf. Eq. �16��

WC�n�� =
1

2�
�b10

2 − 1� =
1

2�
	 �

����
− 1
 �40�

and only the first excitation n=1, l=0 contributes to the
correlation energy, an extreme case which is a mere conse-
quence of the analytical features of the Moshinsky atom. In
more realistic situations, many other �multiplets of� excita-
tions will contribute to the correlation energy but, as stated
before, what is important is the spectral weight of the multi-
plet and not its detailed structure. Also note that Eq. �40�
explains the close correspondence between the accuracies of
approximate correlation energies and �10�n�� excitations that
can be observed in Figs. 3 and 4.

A second consequence of Eq. �38� is that, necessarily,

��n�ŵ + f̂XC�����m = kn����n,m �41�

�i.e., exact Casida’s equations are diagonal in the basis set
��n�. Then, it is straightforward to see that

FIG. 6. �Color online� Absolute errors in the self-consistent
evaluation of the total energy using the HF �dash-dotted line�, the
EXK �solid line�, and the RPA �dashed line� as a function of the
frequency �ext. The inset shows the difference �E=Etot�ng

HF�
−Etot�ng� between the total energy evaluated over the HF density
and the corresponding self-consistent one.
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��n� f̂XC�����n =
1

gn
�0����

−
1

gn
�ex����

−
�n,1

2�
�42�

and, in particular,

��1� f̂XC�����1 =
����2 −�2

4�
−

1

2�
. �43�

That is, the matrix element ��1� f̂XC�����1 is frequency inde-
pendent and tends to be zero �the RPA value� when �→0
and to −1 / �4�� �the EXK value� when ��0. We can im-
mediately conclude that the exact adiabatic TDDFT leads to
the exact correlation energies in the Moshinsky atom. Of
course this will not be the case for other external potentials
although it will be unlikely that a well-motivated adiabatic
kernel would lead to a poor ACFDT correlation functional.

VI. CONCLUSIONS

In this paper we have studied the performance of the most
popular implementations of the ACFDT to construct orbital-
dependent correlation functionals. To do so we have chosen a
very simple system, the 1D Moshinsky atom, in which many
relevant analyses can be made analytically. We have seen
that simple ACFDT functionals provide accurate correlation
energies and self-consistent ground-state densities even
when, due to the strength of the fermion-fermion interaction,
mean-field approximations are completely inaccurate.

Fairly speaking, the Moshinsky atom is a very favorable
scenario for ACFDT functionals. The multiplets of nearly-
degenerated excitations do not contribute to the correlation
energy and a frequency-dependent kernel is not actually
needed to develop an accurate correlation functional. More-
over, the exact adiabatic kernel reproduces the correlation
energies exactly. Nevertheless, we have arrived at some con-
clusions which could be useful in those �physical� systems
where such multiplets do play a role. As an example, it is

very easy that a model kernel f̂XC�x ,x� ;�� could violate con-
dition �41� thus wrongly mixing different multiplets of exci-
tations and leading to spurious contributions to the correla-
tion energy. Therefore, although it is possible to develop
fairly accurate ACFDT functionals using either static �31,33�
or dynamical �75� model XC kernels, these functionals could
lead to unpredictable results in situations where there are
very delicate energetics. The clearest example, which was
mentioned in the introduction, is the artificial repulsion be-
tween atoms that appears at large interatomic separations.
Then, it is likely that fully first-principles implementations of
TDDFT aiming to reproduce all the features of excitation
spectra and where dynamical XC kernels appear naturally
�76� would be the only robust way to tackle these very strin-
gent problems.

The analyses presented in this work were mainly focused
on the ACFDT correlation functionals but can be also useful
to study other fundamental issues. For instance, the perfor-
mance of novel TDDFT approximations when predicting
double-electron excitations or subtleties in the foundations of
density-functional theory, such as chemical potential discon-
tinuities �77�, can be easily addressed for this model system.

Furthermore, as we will see in the Appendix, the GW self-
energy operator is also analytical for the Moshinsky atom.
Then, we are confident that the results presented in this paper
will have further relevance in many current topics regarding
the foundations of functional and many-body methods.
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APPENDIX: RPA/EXK CORRELATION POTENTIALS

As it is well known �14,26–28�, the RPA ��=1� and EXK
��= 1

2 � correlation potentials are given by the linearized
Sham-Schlüter equation �78�

� dx�
0�x,x�;0�vC�x�� = �C�x� , �A1�

where 
0�x ,x� ;0� is the static KS linear response and

�C�x� = �
−�

+� du

�
� dx�dx�G0�x,x�;iu�

� �̃C�x�,x�;iu�G0�x�,x;iu� . �A2�

Here, G0 is the KS one-electron Green’s function and �̃C is
an effective self-energy operator given by

�̃C�x,x�;iu� = − �
−�

+� du

2�
ei�0+

G0�x,x�;iu + i��

�Wsc�x,x�;i�� , �A3�

where Ŵsc�iu�= ŵ
̂�iu�ŵ. Note that we are using the
imaginary-frequency representation instead of the real-
frequency one.

For a Moshinsky atom whose ground-state density is
n��x�, the Kohn-Sham Green’s function is

G0�x,x�;iu� = �
n=0

�
�n��,x��n��,x��

iu − 	n −
1

2

� , �A4�

and, by using Eqs. �26� and �27�, it is easy to see that

Wsc�x,x�;iu� = − �� 2xx�

u2 + �̃2
+

1

2��u2 + 4�2�� �A5�

�remember that �̃= ��2+2��1/2�. As a consequence, the ef-
fective self-energy �Eq. �A3�� can be written as
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�̃C�x,x�;iu� = ��
n=0

�

�n��,x��n��,x���An�iu�xx� + Bn�iu�� ,

�A6�

and the functions An�iu� and Bn�iu� can be obtained by using
Cauchy’s theorem:

An�iu� =
1

�̃

1

iu − �	n −
1

2

� + �n�̃� ,

Bn�iu� =
1

8�2

1

iu − �	n −
1

2

� + 2�n�� , �A7�

with �0=−1 and �n�1=+1. Note that the correlation contri-
bution to Hedin’s GW self-energy �79� is given by setting
�=1.

With these ingredients it is now possible to evaluate the
function �C�x�. To do so we only need to perform analytical
integrals over the frequency u and to take into account that
the position operator x̂ only connects harmonic oscillator
eigenstates with consecutive quantum numbers and the rela-
tion �1�� ,x�2−�0�� ,x�2=�0�� ,x��2�� ,x� /�2=�2�x� /�2.
The result is

�C�x� = �
�̃ + 2�

�2�2�� + �̃�2
�2�x� , �A8�

and from Eq. �A1� we have that

�
n=1

�

�n�x�gn
�0��0�� dx��n�x��vC�x��  �2�x� . �A9�

Relation �A9� implies that �dx�n�x�vC�x�
=�dx�0�x�vC�x��n�x� is zero except if n=2 �note that n�1�.
Since the only local function that satisfies this condition is
vC�x�=ax2+b, it is then demonstrated that the RPA/EXK
correlation potential for a Gaussian density is quadratic. The
prefactor a can be obtained by simple identification of coef-
ficients.
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