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We investigate a state discrimination problem in operationally the most general framework to use a prob-
ability, including both classical, quantum theories, and more. In this wide framework, introducing closely
related family of ensembles �which we call a Helstrom family of ensembles� with the problem, we provide a
geometrical method to find an optimal measurement for state discrimination by means of Bayesian strategy. We
illustrate our method in two-level quantum systems and in a probabilistic model with square-state space to
reproduce, e.g., the optimal success probabilities for binary state discrimination and N numbers of symmetric
quantum states. The existences of families of ensembles in binary cases are shown both in classical and
quantum theories in any generic cases.
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I. INTRODUCTION

Among many attempts to understand quantum theory axi-
omatically, an operationally natural approach has attracted
increasing attention in the recent development of quantum
information theory �1–5�. By constructing a general frame-
work of theories to include not only classical and quantum
theories but also more general theories, one can reconsider
the nature of quantum theory from outside, preferably with
the operational and informational point of view. This also
enables us to prepare for a �possible� postquantum theory in
the future. For instance, it is important to find conditions to
achieve a secure key distribution in a general framework �6�.
Among others, the convexity or operational approach �7�, or
recently referred as “general �or generic� probabilistic theo-
ries �or models�” �8,9�, is considered to provide operationally
the most general theory for probability. Of course, both clas-
sical probability theory and quantum theory are included as
typical examples of general probabilistic theories, but it is
known that there exist other possible physical models for
probability �see an example in Sec. IV B�.

Although this approach has relatively long history
�10,11�, there are still many fundamental problems especially
from the applicational and informational points of view to be
left open. This may not be surprising if one recalls that quan-
tum information theory has given new insights and provided
attractive problems on the foundation and application of
quantum mechanics. One of them is a state discrimination
problem. The problem asks how well a given ensemble of
states is distinguishable. It has been one of the most impor-
tant questions in quantum information theory, and there are
various formulations of the problem depending on measures
to characterize the quality of discrimination �12–15�. The
property that there is no measurement perfectly distinguishes
nonorthogonal pure states plays an essential role in the vari-
ous protocols such as quantum key distribution �16�, and is

often considered as the most remarkable feature of quantum
theory. On the other hand, in the context of general probabi-
listic theories, the property can characterize the nature of
classical theory. Indeed, it is known that a general probabi-
listic theory is a classical theory if and only if all the pure
states can be perfectly discriminated in a single measurement
�8�.

In this paper, we discuss an optimal state discrimination
problem in general probabilistic theories by means of Baye-
sian strategy. While the existence of Bayes optimal measure-
ments has been discussed in general setting �17�, we provide
a geometrical method to find such optimal measurement and
optimal success probability. Our figure of merit is the opti-
mal success probability, in discriminating N numbers of
states under a given prior distribution. We introduce a useful
family of ensembles, which we call a Helstrom family of
ensembles, in any general probabilistic theories, which gen-
eralizes a family of ensembles used in �18� in two-level
quantum systems for binary state discrimination, and show
that the family enable us to obtain optimal measurements by
means of Bayesian strategy. This method reveals that a cer-
tain geometrical relation between state space and the convex
subset generated by states which we want to distinguish is
crucial for the problem of state discrimination: in the case of
uniform prior distribution, what one has to do is to find as
large convex subset �composed of Helstrom family of en-
sembles� as possible in state space which is reverse homo-
thetic to the convex subset generated by states under consid-
eration. The existences of the Helstrom families for N=2
which again have a simple geometrical interpretation are
shown in both classical and quantum systems in generic
cases. Some other works on the problem in quantum theory
are related with our purpose; The no-signaling condition was
used in deriving the optimal success probability �18� be-
tween two states in two-level quantum systems, a bound of
the optimal success probability �19� and a maximal confi-
dence �20� among several nonorthogonal states in general
quantum systems. In particular, we discuss the relation be-
tween our method and the one used in �18�, and show that
our method generalizes the results in �18� to general proba-
bilistic theories.
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The paper is organized as follows. In Sec. II, we give a
brief review of general probabilistic theories. In Sec. III, we
introduce a Helstrom family of ensembles and show the rela-
tion with an optimal measurement in state discrimination
problem �Propositions 1 and 2, Theorem 1�. We also prove
the existences of the families of ensembles for N=2 in clas-
sical and quantum systems in generic cases �Theorems 2 and
3�. In Sec. IV, we illustrate our method in two-level quantum
systems, and reproduce the optimal success probabilities for
binary state discrimination and N numbers of symmetric
quantum states. As an example of neither classical nor quan-
tum theories, we introduce a general probabilistic model with
square-state space. Our method is also applied to this model
to exemplify its usability. In Sec. V, we summarize our re-
sults.

II. BRIEF REVIEW OF GENERAL PROBABILISTIC
THEORIES

In order to overview general probabilistic theories as the
operationally most general theories of probability, let us start
from a very primitive consideration of physical theories
where a probability plays a fundamental role. In such a
theory, a particular rule �such as Borel rule in Quantum me-
chanics� to obtain a probability for some output when mea-
suring an observable o under a state s should be provided.
Therefore, states and observables are two fundamental ingre-
dients with an appropriate physical law to obtain probabili-
ties in general probabilistic theories. Let us denote the set of
states by S. In a simplified view, an N-valued observable o
�21� can be considered as an N numbers of maps oi on a state
space S so that oi�s�� �0,1� provides a probability to obtain
ith output when measuring this observable under a state s
�S. It is operationally natural to assume that if one can
prepare states s�S and t�S, then there exists a
probabilistic-mixture state �� ,s , t��S for any �� �0,1�
which represents an ensemble of preparing state s with prob-
ability � and state t with probability 1−�. Furthermore, it is
natural to assume the so-called separating condition for
states; namely, two states s1 and s2 should be identified with
each other when no observables can statistically distinguish
them. Then, it has been shown �7,17� that without loss of
generality, the state space S is embedded into a convex �sub-
�set in a real vector space V such that a probabilistic-mixture
state is given by a convex combination �� ,s , t�=�s
+ �1−��t �22�. Hence, hereafter the state space S is assumed
to be convex set in a real vector space V with the above
mentioned interpretation. An extreme point �23� of a state
space S is called a pure state, otherwise a mixed state. Physi-
cally, a pure state is a state which cannot be prepared as
ensembles of different states. From the preparational point of
view for state �� ,s , t�=�s+ �1−��t, each maps oi of an ob-
servable o should be an affine functional: oi��s+ �1−��t�
=�oi�s�+ �1−��oi�t�, since the right-hand side is a sum of
probabilities to obtain ith outputs for exclusive events of
states s and t with probability � and 1−�, while oi�s� ,oi�t�
are conditional probabilities to obtain ith output conditioned
that the states are s and t, respectively. An effect e on S is an
affine functional from S to �0.1�. There are two trivial ef-

fects, unit effect u and zero effect 0, defined by u�s�
=1,0�s�=0 for all s�S. With this language, an N-valued
observable o is a set of effects oi�i=1, . . . ,N� satisfying
�i=1

N oi=u, meaning that oi�s� is the probability to obtain the
ith output when measuring the observable o in the state s. We
denote by E and ON the sets of all the effects and N-valued
observables, respectively. While the output of an observable
can be not only from real numbers but also any symbols,
such as “head” or “tail,” hereafter we often identify them
with �1, . . . ,N	. Physically natural topology on S is given by
the �weakest� topology so that all the effects are continuous.
Without loss of generality �24�, S is assumed to be compact
with respect to this topology. Typical examples of the general
probabilistic theories will be classical and quantum systems.
For simplicity, the classical and quantum systems we con-
sider in this paper will be finite systems:

Example 1: Classical systems. Finite classical system is
described by a finite probability theory. Let �= ��1 , . . . ,�d	
be a finite sample space. A state is a probability distribution
p= �p1 , . . . , pd�, meaning that the probability to observe �i is
pi. Therefore, the state space is Scl= �p= �p1 , . . . , pd��Rd 
 pi
�0,�ipi=1	�Rd, and forms a �standard� simplex �25�. The
set of extreme points is �p�i�	i=1

d where pj
�i�=�ij. An effect e is

given by a random variable f :�→ �0,1� such that e�p�
=�i f��i�pi�0� f��i��1�.

Example 2: Quantum systems. d-level quantum system is
described by an d dimensional Hilbert space H. A state is
described by a density operator �, an Hermitian positive op-
erator on H with unit trace, and the state space is given by
Squ= ���LH�H� 
��0, tr �=1	�LH�H�; here real vector
space LH�H� is the set of all Hermitian operator on H. A
pure state is a one-dimensional projection operator onto a
unit vector 	�H, written as �= 
	��	
 in Dirac notation. An
effect e is described �17,26� by a positive operator B such
that 0�B� I through e���=tr�B��, which is called an ele-
ment of positive-operator-valued measure �POVM� �27�.

In the following, we assume that all observables �oi	i=1
N

composed of effects oi satisfying �ioi=u are in principle
measurable. Then, only the structure of state space charac-
terizes the general probabilistic theories. Roughly speaking,
for each �compact� convex set one can consider the corre-
sponding general probabilistic model. When we consider a
composition of state spaces, the so-called no-signaling con-
dition is usually required to keep the causality.

We refer �7,11� for the details of general probabilistic
theories and �8� where generalized no-broadcasting and no-
cloning theorems have been shown in general probabilistic
theories.

III. HELSTROM FAMILY OF ENSEMBLES IN GENERAL
PROBABILISTIC THEORIES

As a state discrimination is one of the central problems in
quantum information theory, we consider a problem to dis-
criminate states in general probabilistic theories by means of
Bayesian strategy. Suppose Alice is given a state chosen
from �si�S	i=1

N with a prior probability distribution �pi
�R	i=1

N �pi�0,�ipi=1�, and her goal is to guess the state.
She wants to find an optimal measurement to maximize the
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success probability. Without loss of generality, it is sufficient
to consider an N-valued observable E= �ei	i=1

N �ON from
which she decides the state was in si when obtaining the
output i. Then, the success probability is

PS�E� = �
i=1

N

piei�si� . �1�

The optimal success probability PS is given by optimizing
PS�E� among all the N-valued observables:

PS = sup
E�ON

PS�E� . �2�

For a binary discrimination �N=2�, it can be written as

PS = p2 + sup
e�E

�p1e�s1� − p2e�s2�� , �3�

where in the final expression we have used e1+e2=u. This
problem is well investigated in quantum mechanics, and the
optimal success probability to discriminate two distinct den-
sity operators �1 ,�2 with a prior distribution p1 , p2 is given
by

PS
�Q� = p2 + sup

0�E�I
tr�E�p1�1 − p2�2�� =

1

2
�1 + �p1�1 − p2�2�1� .

�4�

Here, the norm is a trace norm defined by �A�1ª tr
A

=tr�A†A. Since this bound is sometimes referred as the Hel-
strom bound, let us call PS �Eq. �2�� also the Helstrom bound
for any N and for any general probabilistic theories.

In order to obtain the Helstrom bound in general probabi-
listic theories, we shall introduce a family of ensembles
which is later shown to be closely related to the optimizing
problem in Eq. �2�. In the following, we assume that a prior
probability distribution satisfy pi�0,1 removing trivial
cases:

Definition 1. Given N distinct states �si�S	i=1
N and a prior

probability distribution �pi	i=1
N , we call a family of N numbers

of ensembles �p̃i ,si ;1− p̃i , ti	�i=1, . . . ,N� a “weak Helstrom
family of ensembles” �or simply a “weak Helstrom family”�
for states �si	 and a probability �pi	 if there exist N numbers
of binary probability distributions �p̃i ,1− p̃i	�0
 p̃i�1� and
N numbers of states �ti�S	i=1

N satisfying

�i�
pi

p̃i

=
pj

p̃j

� 1, �5�

�ii� p̃isi + �1 − p̃i�ti = p̃jsj + �1 − p̃j�tj , �6�

for any i , j=1, . . . ,N.
Note that condition �6� means that N ensembles �p̃i ,si ;1

− p̃i , ti	 are statistically equivalent �among observables�.
Therefore, a weak Helstrom family is a family of statistically
equivalent ensembles which are mixtures of states �si	 and
�ti	 with weights p̃i and 1− p̃i satisfying condition �5�. We
call ti a conjugate state to si. The probabilistic-mixture state
determined by N ensembles �p̃i ,si ;1− p̃i , ti	 with condition
�6� is called a reference state and is denoted by s,

s ª p̃isi + �1 − p̃i�ti�∀ i = 1, . . . ,N� . �7�

We call the ratio p�1 a Helstrom ratio defined by

p ª

pi

p̃i

�∀ i = 1, . . . ,N� , �8�

which turns out to play an important role in an optimal state
discrimination. We call a weak Helstrom family a trivial
�nontrivial� family when p=1 �p
1�.

Note that a weak Helstrom family always exists for any
distinct states �si	 and a prior probability distribution �pi	.
For instance, it is easy to see that p̃i= pi�p=1� and ti

= 1
1−pi

�� j�ipjsj� gives a weak Helstrom family of ensembles
with a reference state s=�ipisi, although it is a trivial family.
�See later examples for nontrivial families.� Moreover, if
�p̃i ,si ;1− p̃i , ti	�i=1, . . . ,N� is a weak Helstrom family with a
Helstrom ratio p
1 and a reference state s, then for any
p
 p��1, one can construct another weak Helstrom family

with a Helstrom ratio p�. Indeed, since 0�
1−p̃i

1−p̃i�

1 for

p̃i�= pi
p�

�
1�, one can take conjugate states as ti�ª
1−p̃i

1−p̃i�
ti

+ �1−
1−p̃i

1−p̃i�
�si. Then it is easy to see that the family of

�si , p̃i� ; ti� ,1− p̃i�	 is a weak Helstrom family with a Helstrom
ratio p� and the same reference state s.

Let us explain a geometrical meaning of a weak Helstrom
family of ensembles which makes it easier to find it. First we
explain this for the most interesting cases in the context of
state discrimination, i.e., those with the uniform probability
distribution pi=1 /N. In these cases, condition �5� tells that p̃i

should give the same weights qª p̃i=
1

Np , and condition �6�
geometrically means that all ti should located in S such that
all si and ti have the common interior point s with the same
ratio q. Global picture for this is that one has to find ti so that
the polytopes X=convi=1,. . .,N�ti� as a subset of S and Y
=convi=1,. . .,N�si� posses the internal homothetic center s in S
so that the polytopes X and Y are geometrically similar to
one another with the similarity ratio q

1−q . Figure 1�a� illus-
trates an example for N=3 with the uniform distribution.
One immediately recognizes the reverse homothethy be-
tween two polytopes �triangles� generated by �si	 and �ti	
with the internal homothetic center s. As is later shown, it is
preferable to find a weak Helstrom family with smaller p
�and hence larger q� as much as possible. Therefore, if one
knows the global image of state space S, then finding as
large polygon as possible in S which is reverse homothetic to
the polygon generated by �si	 will provide you a good weak
Helstrom family. Another simple algorithm to find a weak
Helstrom family is the following: first choose freely a refer-
ence state s, and making lines from each si passing through s
to the point in S with which s is the interior point with the
common ratio q and 1−q �see Fig. 1�a� for N=3�. Then, with
conjugate states as end points of these lines, one obtains a
weak Helstrom family �q ,si ;1−q , ti	 with a Helstrom ratio
p= 1

qN .
With general prior probability distribution �pi	, an algo-

rithm to find a �possibly nontrivial� weak Helstrom family as
small p as possible is as follows: take a reference state in S,
e.g., s=�ipisi. Extend a line from each si�i=1, . . . ,N� passing
through s until the line reaches the boundary of S. Let ui be
such states on the boundary and let 0�qi�1 be the ratio so
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that s=qisi+ �1−qi�ui. Then, conjugate states ti on each line

satisfying s= p̃isi+ �1− p̃i�ti with p̃iª
piqi0

pi0
where i0

ªargmaxi=1,. . .,N�
pi

qi
�, give a �nontrivial� weak Helstrom fam-

ily of ensembles with a Helstrom ratio p=
pi0

qi0
. Notice that for

general cases, the similarity between two polytopes gener-
ated by �si	 and �ti	 is distorted. �See Fig. 1�b� for N=3.�

In the following, we show that a weak Helstrom family of
ensembles is closely related to an optimal state discrimina-
tion strategy, and provide a geometrical method to obtain the
Helstrom bound PS and an optimal measurement in any gen-
eral probabilistic theories.

Let us again consider a state discrimination problem from
�si�S	i=1

N with a prior distribution �pi	i=1
N . Let E= �ei	i=1

N be
any N-valued observable from which Alice decides the state
be in si if she observes an output i. Suppose that we have a
weak Helstrom family �p̃i ,si ;1− p̃i , ti	�i=1, . . . ,N� with the
reference state s= p̃isi+ �1− p̃i�ti�i=1, . . . ,N� and a Helstrom
ratio p=

pi

p̃i
. Then, using u=�iei, affinity of ei and Eq. �1�, it

follows

1 = u�s� = �
i

ei�s�

= �
i

ei„p̃isi + �1 − p̃i�ti…

=
1

p
�

i

piei�si� + �
i

�1 − p̃i�ei�ti�

=
1

p
PS�E� + �

i

�1 − p̃i�ei�ti� . �9�

Since �i�1− p̃i�e�ti��0, we obtain

PS�E� � p , �10�

which holds for any observables E. Thus we have proved the
following proposition.

Proposition 1. Let �p̃i ,si ;1− p̃i , ti	�i=1, . . . ,N� be a weak
Helstrom family of ensembles with a Helstrom ratio p=

pi

p̃i
.

Then, we have a bound for the Helstrom bound PS� p.
This means that, once we find a weak Helstrom family of

ensembles, a bound of the Helstrom bound is automatically
obtained. A trivial weak Helstrom family gives a trivial con-

dition PS� p=1, which is the reason we called it trivial.
Examples of nontrivial weak Helstrom families are given in
Fig. 1, where �a� PS� p=1 /2 and �b� PS� p=2 /3. Namely,
the optimal success probability in this general probabilistic
model is at most 1/2 and 2/3 for �a� p1= p2= p3=1 /3 and �b�
p1=1 /6, p2=1 /3, p3=1 /2, respectively.

Moreover, Proposition 1 leads us to a useful notion of
Helstrom family of ensembles defined as follows:

Definition 2. Let �p̃i ,si ;1− p̃i , ti	�i=1, . . . ,N� be a weak
Helstrom family of ensembles for N distinct states �si	 and a
prior probability distributions �pi	. We call it a Helstrom
family of ensembles if the Helstrom ratio p=

pi

p̃i
attains the

Helstrom bound: PS= p.
From Eq. �9�, an observable E satisfies PS�E�= p if ei�ti�

=0 for any i=1, . . . ,N. Then, it follows p= PS�E�� PS� p.
Consequently, we have

Proposition 2. A sufficient condition for a weak Helstrom
family of ensembles �p̃i ,si ;1− p̃i , ti	�i=1, . . . ,N� to be Hel-
strom family is that there exists an observable E= �ei	i=1

N sat-
isfying ei�ti�=0 for all i=1, . . . ,N. In this case, the observ-
able E gives an optimal measurement to discriminate �si	
with a prior distribution �pi	.

Two states t1 , t2�S are said to be distinguishable if there
exists an observable E= �e1 ,e2	 which discriminates t1 and t2
with certainty �for any prior distributions�, or equivalently
satisfy

e1�t1� = 1,e1�t2� = 0�⇔e2�t1� = 0,e2�t2� = 1� . �11�

Therefore, as a corollary of Proposition 2 for N=2, we ob-
tained the following theorem for a binary state discrimina-
tion �N=2�.

Theorem 1. Let �p̃i ,si ;1− p̃i , ti	�i=1,2� be a weak Hel-
strom family of ensembles for states s1 ,s2�S and a binary
probability distribution p1 , p2 such that t1 and t2 are distin-
guishable states. Then, �p̃i ,si ;1− p̃i , ti	�i=1,2� is a Helstrom
family with the Helstrom ratio p= PS. An optimal measure-
ment to distinguish s1 and s2 is given by an observable to
distinguish t1 and t2.

Proof. The distinguishability of t1 and t2 satisfies the suf-
ficient condition in Proposition 2. �

Let us consider the case where S is a subset of finite-
dimensional real vector space V. From condition �11�, geo-
metrical meaning of two distinguishable states t1 , t2 is that

�
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FIG. 1. Let S be a convex set in R2 as de-
picted in the figures. For three distinct states
�s1 ,s2 ,s3	 in S, nontrivial weak Helstrom fami-
lies are illustrated �a� for the uniform distribution
and �b� for p1=1 /6, p2=1 /3, p3=1 /2, where Hel-
strom ratios are �a� p=1 /3q=1 /2�q= p̃i=2 /3�
and �b� p=2 /3. In �a�, two polytopes �triangles�
generated by �si	 and �ti	 are reverse homothetic
to one another with the similarity point s, while
in �b�, these polytopes are distorted homothetic
depending on the prior distribution.
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they are on the boundary of S which possess parallel sup-
porting hyperplanes �see Fig. 2�. Here, a supporting hyper-
plane at a point s�S is a hyperplane H�V such that s�H
and S is contained in one of the two closed half-spaces of the
hyperplane �28�. Indeed, if there exist two parallel support-
ing hyperplanes H1 and H2 at t1�S and t2�S, respectively,
one can construct an affine functional f on V such that f�x�
=1 on x�H1 and f�y�=0 for y�H2. Then, the restriction of
f to S is an effect which distinguishes t1 and t2 with certainty
since S is contained between H1 and H2 and f�t1�=1, f�t2�
=0. Then, to find a Helstrom family of ensembles given in
Theorem 1 is nothing but a simple geometrical task. Here,
we explain this in the uniform distribution cases: from the
definition of a �weak� Helstrom family of ensembles and
Theorem 1, two ensembles �p̃i ,si ;1− p̃i , ti	�i=1,2� for a dis-
tinct stats s1 ,s2�S with the uniform distribution p1= p2
=1 /2 are ensembles of a Helstrom family if t1 , t2 are distin-
guishable and

s ª qs1 + �1 − q�t1 = qs2 + �1 − q�t2, �12�

with some 0�qª p̃1= p̃2�1. From Eq. �12�, s1−s2 and t1
− t2 should be parallel, and therefore one easy way to find
Helstrom family is as follows: search conjugate states t1 and
t2 on the boundary of S which are on a line parallel to s1
−s2 such that there exist parallel supporting hyperplanes at t1
and t2. Then, the crossing point is a reference state s while
the ratio between s1−s �s2−s� and s− t1 �s− t2� determines
the Helstrom ratio p= 1

Nq . In Fig. 3, Helstrom families for
some models on V=R2 are illustrated.

Now it is important to ask whether a Helstrom family of
ensembles always exists for any general probabilistic theo-
ries or not. In this paper, we show a Helstrom family of
ensembles for a binary state discrimination �N=2� always
exist in generic cases for both classical and quantum sys-
tems. �For the existence in more general probabilistic theo-
ries, see our forthcoming paper �24�.� Here, we mean by
generic cases all the cases except for trivial cases where PS
=max�p1 , p2� with a trivial measurement u, i.e., there are no
improvement of guessing which exceeds the prior knowl-
edge.

First, let us consider a quantum system Squ. For distinct
density operators �1 ,�2 with a prior probability distribution
p1 , p2, define an Hermitian operator Xªp1�1− p2�2. Let X
=�ixiPi be the spectral decomposition of X. The positive and

negative parts of X are given by X+ª�i:xi�0xiPi and X−

ª�i:xi
0
xi
Pi satisfying

X = X+ − X−. �13�

Note that X+ ,X−�0, X+X−=0, and �X+�1− �X−�1=tr X+
−tr X−= p1− p2. X+ or X− might be zero operator �29�, but in
that case the optimization problem is nothing but a trivial
case. Indeed, suppose that X−=0. Then, for any POVM ele-
ment E, it follows tr EX=tr EX+� tr IX+=tr X= p1− p2, and
thus PS= p1 with a trivial measurement I from Eq. �4�. The
similar argument shows that the case X+=0 is again a trivial
case with PS= p2. Therefore, for any generic case, we can
assume X+ ,X−�0, and this makes possible to define two
density operators by

�1 ª
1

�X−�1
X−,�2 ª

1

�X+�1
X+. �14�

Notice that they are orthogonal and thus are distinguishable
with certainty. It follows that sup0�E�I tr EX=tr X+= �X+�1
where the maximum is established by the projection operator
P=�i;xi�0Pi. From Eq. �4�, we have

PS
�Q� = p2 + �X+�1 = p1 + �X−�1. �15�

Let p̃i= pi / PS
�Q��i=1,2�. It follows 0
 p̃i�1 from Eq. �15�

and
p1

p̃1
=

p2

p̃2
by definition. Finally, direct calculation using Eqs.

�13�–�15� shows the Eq. �6�.
Therefore, we have obtained �30�
Theorem 2. For any quantum-mechanical systems, a Hel-

strom family of ensembles for a binary state discrimination
exists for any generic cases.

As any classical systems is embeddable into quantum sys-
tems �into diagonal elements with a fixed base�, we have also

Theorem 3. For any classical systems Scl, a Helstrom fam-
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FIG. 2. Geometrical appearance of two distinguishable states
t1 , t2.
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FIG. 3. �a� A typical Helstrom family of ensembles in R2; �b� a
Helstrom family of ensembles is not unique; �c� A Helstrom family
of ensembles exists for models S with infinite numbers of extreme
points.
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ily of ensembles for a binary state discrimination exists for
any generic cases.

More concretely, for given distinct classical states
s1= �xi�i=1

d , s2= �yi�i=1
d �Scl �xi ,yi�0,�ixi=�iyi=1� with

a prior probability distribution p1 , p2, one can define t1

= 1
�X−�1

�−min�Xi ,0��i=1
d , t2= 1

�X+�1
�max�Xi ,0��i=1

d , where Xi

= p1xi− p2yi, �X−�1=�i:Xi
0Xi and �X+�1=�i:Xi�0Xi. Finally p̃i

is given by pi / PS=2pi / �1+�i
Xi
�.
In Ref. �18�, a family of ensembles in Theorem 1 �and

thus a Helstrom family of ensembles� has been used in two-
level quantum systems for a binary state discrimination with
a uniform prior distribution p0= p1=1 /2. The purpose there
was to reproduce Helstrom bound �Eq. �4�� in two-level
quantum systems �with p0= p1=1 /2� by resorting to �A� re-
mote state preparation and �B� no-signaling condition �31�.
Compared to their results, Theorem 2 shows that a Helstrom
family of ensembles exists not only in two-level systems
with uniform distributions but also in any quantum systems
for generic cases. Moreover, Theorem 1 implies that a logical
connection with an optimal state discrimination has already
appears through the existence of a Helstrom family of en-
sembles, resort to neither �A� nor �B�; and indeed this ap-
pears in any general probabilistic theories, not only in quan-
tum systems. Of course, this is consistent with the results in
�18� and our result can be interpreted as a generalization of
the results in �18� to any dimensional quantum-mechanical
systems for any N states discrimination.

IV. EXAMPLES

In this section, we illustrate our method in quantum two-
level systems �qubit�, and also in a simple toy model which
is neither classical nor quantum.

A. Quantum two-level systems

As is well known, any density operator � for qubit is
represented by the Bloch vector b�D3

ª �b�R3�b��1	
through the map b���b�= 1

2 �I+�i=1
3 bi�i�, where �i�i

=1,2 ,3� are Pauli matrices. Notice that the trace distance
between density operators coincides with the Euclid distance
in R3 between the corresponding Bloch vectors: ���b1�
−��b2��1= �b1−b2�.

Examples 3: Binary state discrimination. Let us consider
a state discrimination between ��b1� and ��b2� with a uni-
form distribution. Following a geometrical view of a Hel-
strom family of ensembles in Theorem 1, one can find it in
the following manner: in order that states c1�D3 and c2
�D3 have parallel supporting hyperplanes so that they are
distinguishable, they should be on the Bloch sphere �pure
states� in opposite direction �32�. Moreover, the line c1−c2
has to be parallel to b1−b2 from condition �12�. Then, c1 and
c2 are uniquely determined by points on the intersection of
the Bloch ball and the hyperplane determined by b1−b2 and
the origin �see Fig. 4�. Then, it is an elementary geometric
problem to obtain the ratio: q= 2

2+�b1−b2� . Since the Helstrom
ratio is given by p= pi / p̃i=1 /2q, this reproduces a Helstrom
bound PS= 1

2 �1+ 1
2 �b1−b2�� by use of Theorem 1. Indeed,

from Eq. �4�, the optimal success probability to discriminate

two distinct �1 and �2 with a uniform prior distribution is

PS
�Q� =

1

2
1 +

1

2
��1 − �2�1� . �16�

�Recall that ���b1�−��b2��1= �b1−b2��.
Examples 4: N-numbers of symmetric state discrimina-

tion. In quantum systems, discrimination of N numbers of
state is much more difficult problem than binary cases. For
symmetric quantum �pure� states �� j = 
	 j��	 j
	 j=1

N with uni-
form distribution pi=1 /N, where state vectors are given by

	 j�=Vj−1
	� with a normalized vector 
	� and a unitary op-
erator satisfying VN=exp�i��I���R�, Ban et al. �33� ob-
tained the optimal success probability,

PS
�Q� = 
�	

	�
2,

where ª� j=1
N 
	 j��	 j
. As a typical example, let us consider

N symmetric states in two-level systems �as illustrated in
Fig. 5�a� for the case N=8�. Let V : =exp�−i �

N�3� be a unitary
operator which rotates Bloch vectors by the angle 2� /N
around on the z axis �VN=−I�; and let 
	�ªcos� �

2 �
0�
+sin� �

2 �
1� where 
0� , 
1� the eigenvectors of �3 with eigen-
values 1, −1. The corresponding Bloch vector to 
	� is b
= �sin � ,0 ,cos ��. Then, it follows


	 j� ª Vj−1
	� = cos�

2
�
0� + sin�

2
�ei2��j−1�/N
1� , �17�

for j=1, . . . ,N, with the corresponding Bloch vectors b�j�

= �sin � cos2��j−1�
N , sin � sin2��j−1�

N , cos ��. It is easy to show
= N

2 �I+cos ��3� �34�, and the optimal success probability is

PS
�Q� =

1

N
�1 + sin �� . �18�

In the following, we apply our method and show that there
exists a Helstrom family of ensemble for this problem with
any N and thus reproduce the success probability �Eq. �18��.
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FIG. 4. two-dimensional section of the Bloch Ball.
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In the following, we identity the density operator � j, the state
vector 	 j, and its Bloch vector b j.

First, from the symmetry and geometrical view point of a
weak Helstrom family of ensembles, it is clear that a weak
Helstrom family for �� j = 
	 j��	 j
	 j=1

N and pi=1 /N can be con-
structed as follows: in the Bloch ball, make lines from each
� j to a point on the z axis, say point C, and extend the lines
until they arrives at the Bloch sphere, and let conjugate states
� j be each end points of the lines from � j. Figure 5�b� shows
one of the two-dimensional sections of the Bloch ball where
the points A and B are the corresponding � j and � j. Then, we
have obtained a weak Helstrom family of ensembles
�q� ,� j ;1−q� ,� j	 where q� is a ratio CB

AB
, where we explicitly

write the dependence on the angle �= �DAB, so that the
reference state � is the point C,

� = q�� j + �1 − q��� j�j = 1, . . . ,N� .

Note that we have a bound PS� p= 1
Nq�

from Proposition 1.
Therefore, in order to obtain a tighter bound of PS, we would
like to find a weak Helstrom family with larger q� as much as
possible. It is again a simple geometric problem to obtain
q�=1− sin �

sin��+2��+sin � �see the caption of Fig. 5�b��, which takes
the maximum q�M

= 1
1+sin � at �M = �

4 − �
2 �=�DAE� �see Fig.

5�c��. This attains the tight bound �Eq. �18��, and thus we

have demonstrated that our method reproduces the optimal
success probability. Indeed, we can show that this weak Hel-
strom family of ensembles is a Helstrom family from Propo-
sition 2: note that � j = 
� j��� j
 at �M is


� j� = cos�

4
�
0� + sin�

4
�ei�2��j−1�/N+��
1� . �19�

Let 
� j�ªcos� �
4 �
0�+sin� �

4 �ei2��j−1�/N
1� which is orthogonal
to 
� j� for all j=1, . . . ,N. Then, it follows � j=1

N 
�i���i
=
N
2 I

and thus �Eiª
2
N 
�i���i
	 is a POVM which satisfies the con-

dition tr Ei�i=0 in Proposition 2. Consequently, we have
found a Helstrom family of ensembles and thus obtained the
Helstrom bound.

B. Probabilistic model with square-state space

As an example which is not neither classical nor quantum
systems, let us consider a general probabilistic model with
square-state space Ssqª ��x1 ,x2��R2 
0�xi�1�i=1,2�	
�Fig. 6�. This can be considered as a simplest nontrivial
model which is neither classical nor quantum systems. It
should be noticed that this is not just a toy model and one
can show that this probabilistic model can be physically re-
alized from a classical system under a certain restriction of
measurements �11,35�. It is obvious that Ssq is a compact
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FIG. 5. �a� Symmetric quantum states �1 , . . . ,�8 in the Bloch ball; �b� two-dimensional section where points A, B, and C are � j, � j, and
�, respectively; �AC= sin �

cos � , AB=2 sin��+��, and thus q=1− AC
AB =1− sin �

2sin��+��cos � �; �c� Helstrom family of ensembles with conjugate states � j

and the reference state �.
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FIG. 6. Probabilistic model with square-state
space.
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convex subset in R2 with four numbers of pure states,

s�00� = �0,0�, s�01� = �0,1�, s�10� = �1,0�, s�11� = �1,1� .

�20�

Example 5: Binary state discrimination. Let us consider a
binary state discrimination problem for two distinct states
s1= �x1 ,y1�, s2= �x2 ,y2��Ssq with uniform distribution.
Without loss of generality, let x1�x2. There are two cases;
�a� ��s2−s1 ,s�10�−s�00���� /4 or �b� ��s2−s1 ,s�10�−s�00��
�� /4, where ��a ,b�ªarccos� a·b

�a·a�b·b
� is the angle between

two vectors a and b. In case �a�, clearly there exist conjugate
states t1 and t2 on line s�11�−s�10� and line s�01�−s�00�, respec-
tively, such that t1− t2 are parallel to s1−s2. Since there exists
parallel supporting hyperplanes on t1 and t2 �see Fig. 6�a��,
we have a Helstrom family from Theorem 1. Then, it is an
elementary calculation to find q= 1

1+
x2−x1
 , and hence the op-
timal success probability is PS= 1

2 �1+ 
x2−x1
�; Similarly in
case �b�, we have a Helstrom family and the optimal success
probability is given by PS= 1

2 �1+ 
y2−y1
� �see Fig. 6�b��.
Example 6: State discrimination of pure states. Since Ssq

is not a simplex, and thus not a classical system, four pure
states �Eq. �20�� cannot be discriminated in a single measure-
ment. Let us obtain the optimal success probability to distin-
guish all the pure states with uniform distribution. From a
geometrical consideration, one has to find as large polygon
as possible in Ssq which is reverse homothetic to
convi,j=0,1�s�ij��=Ssq. Clearly, it is Ssq itself, with the similar-
ity point at the center of Ssq. More precisely, one can choose
conjugate states t�ij�=s�i�1,j�1� where � denotes the exclu-
sive OR, and q=1 /2. Therefore, we obtained a weak Hel-
strom family with the Helstrom ratio p= 1

4q =1 /2. It turns out
that this weak Helstrom family is a Helstrom family, and
thus we obtain PS=1 /2 to discriminate all pure states in this
system. Indeed, it is easy to see that affine functionals

e�ij��i , j=0,1� on Ssq defined by e�ij��tij�=0, e�ij��ti�1,j�1�
=1 /2 �and hence satisfying e�ij��ti�1,j�=e�ij��ti,j�1�=1 /4� for
any i , j=0,1 forms a four-valued observable �e�ij�	 on Ssq.
This satisfies the sufficient condition in Proposition 2.

V. CONCLUSION

In this paper, we introduced a notion of a �weak� Hel-
strom family of ensembles in general probabilistic theories
and showed the close relation with state discrimination prob-
lems. Basically, Helstrom family can be searched by means
of geometry, and once we have the family, or at least a non-
trivial weak family, the optimal success probability, or a
bound of it, is automatically obtained from the Helstrom ra-
tio. In binary state discriminations, a weak Helstrom family
of ensembles with distinguishable conjugate states is shown
to be a Helstrom family which has again a simple geometri-
cal interpretation. We illustrated our method in two-level
quantum systems and reproduced the Helstrom bound �Eq.
�16�� for binary state discrimination and symmetric quantum
states �Eq. �18��. As a nontrivial general probabilistic theo-
ries, a probabilistic model with square-state space is investi-
gated and binary state discrimination and pure states dis-
crimination are established using our method. In this paper,
we showed the existences of Helstrom families of ensembles
analytically in both classical and quantum theory in any ge-
neric cases in binary state discriminations. For the more gen-
eral models, it will be investigated in our forthcoming paper
�24�. There, we also clarify the relation between our method
and linear programming problem.
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