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Arrival times, complex potentials, and decoherent histories
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We carry out a decoherent-histories analysis of the arrival-time problem, taking advantage of a recently
demonstrated connection between time-ordered strings of projection operators and evolution in the presence of
a complex potential of step-function form. We concentrate on the limit of a weak potential, in which the
resulting arrival-time distribution function is closely related to the quantum-mechanical current. We first
consider the analogous classical arrival-time problem involving an absorbing potential, and this sheds some
light on certain aspects of the quantum case. We use the path-decomposition expansion to give a derivation of
the standard arrival-time distribution defined using a complex potential. This derivation is then used in the
decoherent-histories analysis to obtain very simple and plausible expressions for the class operators (describing
the amplitudes for crossing the origin during intervals of time). We show that decoherence of histories is
obtained for a wide class of initial states (such as simple wave packets and superpositions of wave packets). We
find that the decoherent-histories approach gives results with a sensible classical limit that are fully compatible
with standard results on the arrival-time problem. We also find some interesting connections between backflow

and decoherence.
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I. INTRODUCTION
A. Arrival-time problem

The arrival-time problem has attracted some considerable
interest in recent years [1]. In the one-dimensional statement
of this problem, one considers an initial wave function |¢)
concentrated in the region x>0 and consisting entirely of
negative momenta. The question is then to find the probabil-
ity II(7)dr that the particle crosses x=0 between time 7 and
7+d7. (See Fig. 1.)

Two particular candidate expressions for the arrival-time
distribution II(7) are central to the discussion. First, there is
the current density

I == SO + 0. (1)

where [(7)) is the freely evolved state, which arises from
elementary considerations of the Schrédinger equation. (For
convenience we work in units in which #=1.) This is sen-
sible classically but can be negative in the quantum case for
certain states consisting of superpositions of different mo-
menta [2-4]. Second, a simple operator reordering of J(z)
gives the “ideal” arrival-time distribution of Kijowski [5],

1
Ik(7) = ;(‘Af(T)||ﬁ|l/25()2)|ﬁ| (), (1.2)

which is clearly positive. Both of these distributions are mea-
surable [6,7].

B. Complex potentials

An interesting question is the extent to which such ex-
pressions emerge from more elaborate measurement or axi-
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omatic schemes. There are many such schemes. Here, we
will focus on expressions for the arrival-time distribution
arising from the inclusion of a complex potential

V(x) == iVy0(- x) (1.3)

in the Schrodinger equation. With such a potential, the state
at time 7 is

(7)) = exp[— iHoT— Vo (- x) 7]| ), (1.4)

where H, is the free Hamiltonian. The idea here is that the
part of the wave packet that reaches the origin during the
time interval [0, 7] should be absorbed, so that

N(7) = (Y1) (7))

is the probability of not crossing x=0 during the time inter-
val [0, 7]. The probability of crossing between 7and 7+d7 is
then

(1.5)

H(T)z—div.

Ir (1.6)

Complex potentials such as Eq. (1.3) were originally consid-
ered by Allcock [8] in his seminal work on arrival time and
have subsequently appeared in detector models [6,9]. (See
also Refs. [7,10] for further work with complex potentials.)
A recent interesting result of Echanobe et al. [11] is that
under certain conditions, evolution according to Eq. (1.4) is
essentially the same as pulsed measurements, in which the
wave function is projected onto x>0 at discrete time
intervals.

For large V|, the wave function defined by evolution
equation (1.4) undergoes significant reflection, with total re-
flection in the “Zeno limit,” V;,— o [12]. Here, we are inter-
ested in the opposite case of small V,, where there is small
reflection and Eq. (1.6) can give reasonable expressions for
the arrival-time distribution. A number of different authors
[6-8] indicate that the resulting distribution is of the form
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FIG. 1. The quantum arrival-time problem. We prepare an initial
state localized entirely in x>0 and consisting entirely of negative
momenta. What is the probability that the particle crosses the origin
during the time interval [7,,7,]?

I1(7) =f dtR(Vy, 7—1)J(1), (1.7)
where J(7) is the current, equation (1.1) and
R(Vy,1) = 2V, 0(r)exp(= 2Vy1). (1.8)

It is therefore closely related to the current J(7) but also
includes the influence of the complex potential via the “ap-
paratus resolution function” R(V,,1).

The first aim of this paper is to look in some detail at the
calculation and properties of arrival-time distribution (1.7)
defined using a complex potential. In particular, we will use
path-integral methods, which in some ways are more concise
and transparent than previous derivations [and also suggest
generalizations to complex potentials more general than Eq.
(1.3)]. We will also explore some of the properties of the
result [Eq. (1.7)].

The second aim of this paper is to carry out a decoherent-
histories analysis of the arrival-time problem. This turns out
to be closely related to the complex potential definition of
arrival time and was in fact the original motivation for ex-
ploring complex potentials. In brief, our aim is to see if
standard results for I1(7), such as Eq. (1.1) and (1.7), have a
natural place in the decoherent-histories approach.

C. Decoherent-histories approach generally

In the decoherent-histories approach to quantum theory
[13-19], probabilities are assigned to histories via the for-
mula

plaj,ay,...) =Tr(CypCl), (1.9)

where the class operator C, denotes a time-ordered string of
projectors P, interspersed with unitary evolution,

Cy=P, e Hinin-0p,

«=Po et Mmp, o (1.10)

and a denotes the string «;,a,, ..
satisfies the condition

.,a,. The class operator
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> C,=e 7, (1.11)
e

where 7 is the total time interval, 7=t,—¢,. Interference be-
tween pairs of histories is measured by the decoherence
functional

D(g.a') =Tr(C,pCh)). (1.12)
It satisfies the relations
D(a,a')=D"(a’,a), (1.13)
> D(a.a)=1, (1.14)
(1.15)

> D(e,a) =2 pla)=1.

Of particular interest are sets of histories which satisfy the
condition of decoherence, which is

D(a,a’)=0 if a#a'. (1.16)

Decoherence implies the weaker condition of consistency,
which is that Re D(a, @’)=0 for @ # &’. This is equivalent to
the requirement that the above probabilities satisfy the prob-
ability sum rules. In most situations of physical interest, both
the real and imaginary parts of D(a,a’) vanish for a# o', a
condition we shall simply call decoherence, and is related to
the existence of records [14,19]. Decoherence is only ap-
proximate in general, which raises the question of how to
measure approximate decoherence. The decoherence func-
tional satisfies the inequality [18]

ID(e,")|* = p(a)p(a’).

This suggests that a sensible measure of approximate deco-
herence is

(1.17)

ID(a,a’)]* < p(a@)p(a’).

The approach also permits other types of class operators
which are not simply strings of projections, but sums of such
strings. These are often called inhomogeneous histories [20]
and are relevant to questions involving time in a nontrivial
way. For example, for a given class operator C,, the object
1-C, is also a class operator but it not equal to a simple
string of projections. Unlike homogenous histories, inhomo-
geneous histories do not satisfy condition (1.15) in general,
except when there is decoherence.

A quantity closely related to the probabilities is the qua-
siprobability

(1.18)

g(a) = Tr(Cpe™). (1.19)

Using Eq. (1.11), this satisfies

q(@) =2 Tr(CypCl) =p(a) + 2 D(a.a’) (1.20)

! ’
o a Fa

(where « is fixed in the sum). This means that when there is
decoherence, the probabilities for histories p(a) are equal to
the simpler expression ¢(a). (The converse is generally not
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true except for in very simple circumstances.) Note that g(a)
is not positive (or even real) in general, but it is positive and
real when there is decoherence. These facts turn out to be
relevant to our analysis of the arrival-time problem.

D. Decoherent-histories approach to the arrival-time problem

We now consider the decoherent-histories approach ap-
plied to the arrival-time problem [21-26]. We ultimately seek
a decoherent-histories account of the arrival-time probability
I1(z)dt, the probability for the particle to arrive in an infini-
tesimal interval [z,7+dt]. However, for simplicity, we first
consider the simpler problem of computing the probability of
arriving during a finite (possibly large) interval [0, 7]. We
consider an incoming state entirely localized in x>0, and we
partition the system’s histories into two classes: histories that
either cross or do not cross x=0 during the time interval
[0, 7]. We seek class operators C. and C,,. corresponding to
these two classes of histories.

Some earlier papers on the decoherent-histories approach
adopted the following definition of the class operators
[21-25]. (This definition is problematic, as we shall see, but
sets the stage for the corrected version we shall use here.) Let
P=0(x) denote the projection onto the positive x axis. To
define the class operator for histories which do not cross x
=0, we split the time interval into N parts of size €, and the
class operator is defined by

C,.=lim Pe7Hep ... g=iHep,
e—0

(1.21)

where there are N+1 projections and N unitary evolution
operators, and N—< in such a way that 7=Ne is constant.
The limit actually yields the so-called restricted propagator

C,.=g/(70). (1.22)

This object is also given by the path-integral expression

(x|g,(1,0)|x0) = f Dx exp(iS), (1.23)

where the integral is over all paths from x(0)=x, to x(7)
=x, that always remain in x(¢) >0. The class operator for
crossing the surface is then defined by

C.=e"—C,. (1.24)

However, as indicated, there is a problem with this defini-
tion. Class operator (1.21) suffers from the quantum Zeno
effect [12]—projecting continually in time onto the region
x>0 prevents the system from leaving it and the probability
for not crossing x=0 is unity,

) =1,

Pne= Tr(Cncanc (1 25)

for any initial state. This is easily seen from the observation
that the restricted propagator defined by the limit of Eq.

(1.21) may actually be written as
gA7,0)=P exp(-iPHPT) (1.26)

and so is unitary in the Hilbert space of states with support
only in x>0 [27,28]. Differently put, an incoming wave
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packet evolving according to the restricted propagator under-
goes total reflection, and so never crosses x=0. These results
are clearly unphysical and have no sensible classical limit.

The problem here is that the system is monitored too
closely to allow the wave packet to actually cross x=0. The
resolution is therefore to relax the monitoring in such a way
that something interesting can happen. There are two obvi-
ous ways in which this may be achieved.

The first option is to simply decline to take the limit
e—0 in Eq. (1.21), so we define the class operator for not
crossing to be

Ci.=PeHep ... g7Hep, (1.27)

where again 7=Ng, but N is finite and €>0. Clearly if € is
large enough the system will be monitored sufficiently infre-
quently to let the wave packet cross x=0 without too much
reflection. Studies of the quantum Zeno effect suggest that
the appropriate lower limit on € is

1
e> ——

: 1.28
A, (1.28)

where H, is the free Hamiltonian [12].

The second option is to retain the limit in Eq. (1.21), but
“soften” the projections to positive-operator-valued measures
(POVMs), that is, to replace P=6(X) with a function which is
approximately 1 for large positive x, approximately 0 for
large negative x, and with a smooth transition in between.

What we will do in this paper is adopt a definition of the
class operator which involves elements of both of these op-
tions. In particular, we exploit the useful observation of
Echanobe ef al. [11], which is that the string of projections
interspersed with unitary evolution equation (1.27) is ap-
proximately equivalent to evolution in the presence of com-
plex potential (1.3),

Pe Hep ... omiHep ~ exp[— iHyT— Vo 0(— %) 7].

(1.29)
This connection follows from first noting that
P = 0(X) = exp[— V0(— X) €] (1.30)
as long as
Voe> 1. (1.31)

We now note that the approximate equivalence
exp(— iHy€e)exp[— Vo O(— £) €] = exp[— iHye — Vy0(— X) €]

(1.32)
will hold as long as
Vo€ l([Hp, 0(- £ < 1. (1.33)

Echanobe er al. [11] put an upper bound on the left-hand side
using the Schrodinger-Robertson inequality, and the two in-
equalities together read

1%
1<V2é< AIS , (1.34)

0

which can be satisfied as long as
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Vo> AH,. (1.35)
(Note that Zeno limit restriction (1.28) is not in fact relevant
here since the quantum Zeno effect goes away when exact
projectors are replaced by quasiprojectors, as in Eq. (1.30)
[26].) This demonstration of approximate equivalence (1.29)
is somewhat heuristic, but appears to be backed up by nu-
merical evidence and more detailed analytic results [11,29],
so we will accept it in what follows.

We stress the key point in this subsection: decoherent his-
tories are usually concerned with class operators defined by
strings of projection operators as in Eq. (1.27). However, the
above arguments indicate that these strings of projection op-
erators are approximately equivalent to evolution in the pres-
ence of a complex potential [Eq. (1.29)]. This is a very useful
result for the decoherent-histories approach generally, since
the problem of evolution in the presence of the complex
potential is straightforward to solve, but the evolution de-
scribed by Eq. (1.27) could be difficult to solve analytically.
It means that in our decoherent-histories analysis of the
arrival-time problem, instead of having to work with class
operators (1.27), we may instead define the class operator for
not crossing to be

C,.=expl—iHyt— V(- %) 7], (1.36)
with the crossing class operator defined by Eq. (1.24).

These definitions will be extended to class operators C*
for crossing during any one of a set of small intervals
[;,1141] of size A. These are the class operators we need to
give a decoherent-histories account of the origin of I1(7).

Our main result is that for intervals of size A>1/V,,
these class operators are given approximately by

k _iHnT fles (_ 1) Aol AN A
CC =e 0 dt [pé(xz) + 5(xt)P]
. 2m

k

= e M O(R(1)) — O(R(14,1))]- (1.37)

Significantly, the dependence on the complex potential has
dropped out entirely. We will show that there is decoherence
for an interesting class of states, and for such states the prob-
abilities are then given by Eq. (1.19), which has the form

dttinr) = f "), (1.38)

k

This, we will show, coincides with the expected result (1.7),
when I1(7) is integrated over a range of time much greater
than 1/V,,. Hence there is complete agreement with standard
results on the arrival-time distribution at sufficiently coarse-
grained time scales. Furthermore, our results shed some light
on the problem of backflow—we find that the situations
when Eq. (1.38) is negative are those in which there is no
decoherence, in which case probabilities cannot be assigned.

In another paper, we compute the crossing class operators
in a simpler but more heuristic way, by exploring a semiclas-
sical approximation to Eq. (1.27), keeping e finite [30]. The
results are essentially the same.
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E. This paper

The overall aim of this paper is to give a decoherent-
histories account of the arrival-time question which has a
sensible classical limit. As stated, we seek a decoherent-
histories analysis account of standard results, such as Eq.
(1.7).

In Sec. II, we consider the classical analog of the arrival
time defined by a complex potential. This sheds light on the
form of result (1.7) and in particular, the origin of resolution
function (1.8). In Sec. III, we carry out a calculation of stan-
dard arrival-time distribution function (1.6), and very readily
obtain the expected result of form (1.7). In Secs. IV and V,
we use the results of Secs. II and III to carry out the
decoherent-histories analysis, as outlined in Sec. I D. We
summarize and conclude in Sec. VI.

The main thrust of our story is described in Secs. II-VI.
However, we have also included in Appendices A, B, and C
some materials which are either tangential to our main story
or essential but lengthy background material. In Appendix A
we describe some properties of the current and in particular
how it may become positive when integrated over a range of
time. In Appendix B, we review the path-decomposition ex-
pansion (PDX), which is a useful path-integral technique for
factoring the propagator across the surface x=0, and so is
very useful for systems with a step-function potential. In
Appendix C, we use the PDX to derive the scattering wave
functions corresponding to evolution with a complex step
potential. These are of course known, but the PDX gives a
useful and concise derivation of them. These results are used
in the decoherent-histories analysis and are also valuable for
checking a certain semiclassical approximation we use in
Sec. III.

II. CLASSICAL CASE

Before looking at the quantum arrival-time problem, it is
enlightening to look at the corresponding classical arrival-
time problem defined using an absorbing potential. This
gives some understanding of the expected form of the result
in the quantum case [Eq. (1.7)].

We consider a classical phase-space distribution w,(p,q),
with initial value of wy(p,g) concentrated entirely in ¢>0
with only negative momenta. The appropriate evolution
equation corresponding to quantum case (1.4) is

ow ow
=== B2 ovigw,

2.1
ot m dq @D

where V(g)=V,0(—q). This form may be deduced, for ex-
ample, by computing the evolution equation of the Wigner
function corresponding to Eq. (1.4) and dropping the higher-
order terms (involving powers of 7). Equation (2.1) is readily
solved and has solution

wAp.q) = eXp{— 2f dsV(q —ps/m)] wo(p,q = prim).
0

(2.2)

Following the corresponding steps in the quantum case,
the survival probability is
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N(T)=f dpf dgw(p.q) (2.3)

and the arrival-time distribution is

dN ” 0
(1) =- E = 2Vof dpf dgw(p,q), (2.4)

where we have made use of Eq. (2.1). This expression is
conveniently rewritten by noting that, again using Eq. (2.1),
I1(7) obeys the equation

A -
< +2V0H=—2V0f apZ (p,0).
dr w m

(2.5)

This may be solved to yield

(1) =-2V, f dre~?Vo(r=) f dpgwt(p,O). (2.6)
0 —0 m

From Eq. (2.2), we see that

12
w(p,0) = exr{— 2V, J ds6(ps/im) ] wo(p,— ptim)
0

(2.7)

but since the momenta are all negative the exponential factor
makes no contribution. We thus obtain

(1) =2V, f dre” V0 (1), (2.8)
0
where
* t
J(1) =—J deWo<p,—p—>. (2.9)
—oo m m

The current J(¢) is the usual classical arrival-time distribution
that would have been obtained in the absence of the absorb-
ing potential.

Result (2.8) is very close in form to the expected quantum
result [Eq. (1.7)], differing only in the range of integration.
The lower limit of — in Eq. (1.7) arises as a result of the
approximations used in deriving it. This difference is not
significant since we expect the current to be approximately
zero anyway for +=0.

The classical result (2.8) helps to understand the role
of the resolution function R(f) in the quantum case [Eq.
(1.7)]—it in essence describes the classical influence of the
absorbing potential used to model the detector. More pre-
cisely, R(z) is actually related to a sort of coarse graining in
time, and this we now demonstrate. Equation (2.8) gives the
probability I1(7)d7 for arriving during the infinitesimal time
interval [ 7, 7+d7]. Suppose we consider the probability for
arriving during a finite time interval [ 7, 7,]. This is given by
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7'2 Tz T
p(72,71)=f dTH(T)=f d”rf dtZVOe_zvo(T_’)J(t).
7 It 0
(2.10)

Rearranging the order of integration and integrating over 7
yields

7| ™
p(m, 1) = f dtf d'TzVOe_ZVO(T‘T)J(t)
0 7

™ ki)
+ J dt J dr2Vee 2001 (2.11)
T t

7|
=J dt(e—zvo(rl—z) _ e—ZVO(Tz—Z))J(t)
0

k]
+ f di(1 - e 2Yn2) (7). (2.12)

1

We will see in what follows that 1/V, plays a role as a
fundamental short time scale in the problem. So now sup-
pose we assume that 7, 7,, and (7,— 7;) are all much greater
than 1/V. It follows that all the exponential terms may be
dropped in Eq. (2.12) and we obtain the very simple result

p(Tz,Tl)%fzdtJ(t). (2.13)

7

That is, all dependence on the resolution function R(z) and
the complex potential parameter V, completely drops out
when we look at probabilities defined on time scales much
greater than 1/V(. This result is very relevant to the
decoherent-histories analysis considered later where it is
natural to look at the arrival time during a finite time
interval.

III. CALCULATION OF THE ARRIVAL-TIME
DISTRIBUTION

In this section we present an alternative calculation of the
standard approach to the arrival-time distribution using com-
plex potentials (1.3)—(1.6). This has been calculated previ-
ously using the stationary scattering states (derived in Ap-
pendix C), but here we give a derivation using the path-
decomposition expansion (see Appendix B). This alternative
derivation may be of some value for possible generalizations
(to more complicated potentials, for example), but its main
value in this paper is that we use the same calculational
steps, twice, in Secs. IV and V on the decoherent-histories
analysis.

With general complex potential (1.3), arrival-time distri-
bution (1.6) is given by

H(T)=2VO<¢T|0(_£)|¢T>’ (31)

where

062101-5



J. J. HALLIWELL AND J. M. YEARSLEY

|i,) = exp(— iHT)|ih) = exp[ - iHyT - Vo 0= %) 7]|h)
(3.2)

[so we use H=Hy—iVy6(—%) to denote the total non-
Hermitian Hamiltonian]. We are interested in calculating this
expression for the case of weak potential,

Vy < E,, (3.3)

where E; is the energy scale of the initial state. (The very
different limit of V;— o0, the Zeno limit, has been explored
elsewhere [31].)

We use the first crossing PDX [Eq. (B4)], which is con-
veniently rewritten as the operator expression

(xlexp(= iHT)|1h) =~ if dr(x|exp[~ iH(7~1)]8(%)p
0

Xexp(— iHt)| ). (3.4)

Now note that the operator &(£)=|0){0| has the simple prop-
erty that for any operator A

S(R)AS(R) = 8(£)(0]A|0) (3.5)

(where recall that |0) denotes the position eigenstate |x) at
x=0). Inserting Eq. (3.4) into Eq. (3.1), together with prop-
erty (3.5) and the change of variables s=7-f, s'=7-t',
yields

2V0 T T 0 -
H(r)=—| ds'| ds| dx{(Olexp(iH"s")|x){x|
m-Jo 0 —o

Xexp(=iHs)|0)(hlexpliHo(7— s") ]p5(£)p
Xexp[~ iHo(7=)]|¥).

We aim to show that this coincides with Eq. (1.7) with cur-
rent equation (1.1), and the main challenge is to show how
the pS(X)p combination turns into the combination pA&(X)
+ &(X)p in current equation (1.1).

Consider first the x integral. Our assumption that we are
in the regime Vy<<E, allows us to use semiclassical approxi-
mation (C10), which reads

(3.6)

12 2
(x|exp(~ iHs)|0) = <i> exp(iﬁ - Vos>. (3.7)
27ris 2s

The x integral may now be carried out, with the result

Vo T T ( m )1/2 e—vo(sﬂ’)

(D= ds'| ds|=—| ——3

(T) mzfo S L S 2 i (S_SI)I/Z
X (P lexp(=iHos")pSX)p exp(iHos)|i,),

(3.8)

where |¢,) denotes the free evolution of the initial state.
We now carry out one of the time integrals. Note that

fds'f ds:J ds’f ds+f dsJ ds'. (3.9
0 0 0 s' 0 s

In the first integral, we set u=s" and v=s—s’, and in the
second integral we set u=s and v=s"—s. We thus obtain
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¥/ m 12 7 U e_VOU
II(7) = —g(—) f due™Vo" dv—75
m-\21 0 0 v

1
X [im<%|exp(— iHou)p 8X)p expliHo(u +v)]|4)

1
+ W(lﬂexp[— iHy(u+v)]poR)p

Xexp(iHyu)| 'ﬂr)} ) (3.10)
The factors of 1/(*i)"? in front of each term come from a
careful consideration of the square root in the free propagator
prefactor [and must have this form because I1(7) is real].

We will assume that
Vor>1, (3.11)

which means that the integrals are concentrated around u
=v=0. This means that we may take the upper limit of the v
integral to be %, and it may be carried out, to yield

I1(7) =2Vq f due'ZVO“LWT_MlﬁM)E(ﬁ)
0 2m

+3(5) 80Pl (3.12)
where the operator X(p) is given by
%(p) = # (3.13)
[2m(H, +iV)]"?
Since Vy<E,, we have
sp~ L, (3.14)
2

so 3(p) is simply the sign function of the momentum, which
is —1 in this case, since the initial state consists entirely of
negative momenta. Finally, writing u=7—¢, we obtain

(S)

I1(7) = 2V, f Care o0 S 560+ 80571
0

2m

=2V, f dte 200 (7). (3.15)

0

We therefore have precise confirmation of classical result
(2.8), and also agreement with the expected quantum result,
Eq. (1.7), modulo the issues already discussed concerning
the range of integration of ¢. This result is valid under con-
ditions (3.3) and (3.11), which may be combined to read
1 1
TS —>—.

(3.16)
o Eo

Some comments are in order concerning the positivity of the
result for I1(7). Expression (3.12) is positive because it was
derived from the manifestly positive expression (3.6) [and
note that conditions (3.16) do not affect the positivity].
However, to obtain the final result (3.15) we took the limit
Vy— 0 in the current part only of Eq. (3.12), leaving behind
the V,-dependent term in the exponential part, and the result-
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ing expression is not guaranteed to be positive. In Eq. (3.15),
J(¢) is not always positive due to the backflow effect [2,3]
and integration over time does not necessarily remedy the
situation. (See Appendix A for a more thorough discussion
of this point.) The lack of positivity for a I1(7) obtained in
this way is not surprising since taking the limit Vj— 0 in one
part of expression (3.12) only but not the other will not nec-
essarily preserve its property of positivity. The violation of
positivity is generally small, however, so Eq. (3.15) may still
be a good approximation to the manifestly positive expres-
sion (3.12).

It should also be added that it would be misleading to
explore the first-order corrections in V, in going from Eq.
(3.12) to Eq. (3.15), since comparable correction terms have
already been dropped in using semiclassical approximation
(C10).

IV. DECOHERENT-HISTORIES ANALYSIS
FOR A SINGLE LARGE TIME INTERVAL

We now consider the decoherent-histories analysis of this
system. We consider an incoming wave packet approaching
the origin from x>0 and ask for the probability of crossing
during a given time interval. We do this in two parts: first in
this section, using a large time interval [0, 7], and second in
Sec. V, using a set of intervals of arbitrary size.

A. Class operators and probabilities

We consider first the following simple question. What is
the probability of crossing or not crossing during the time
interval [0,7]? The class operators for not crossing and
crossing are

C,.=exp[—iHyt— V(x)7], (4.1)
C.=exp(—iHy7) — exp[— iHyT— V(x) 7], (4.2)

and they satisfy
Cpe+ C, = e Mo7, (4.3)

We are interested in the probabilities for not crossing and
crossing,

Pue(D) = Tr(C,pCL), (4.4)

p(1) =Tr(CpCl), (4.5)

and the off-diagonal term of the decoherence functional,

D, e =Tr(C,pCl) = Tr(C,ope™) = p,e.  (4.6)
These quantities obey the relation
Pre*PetDepe+ Dy ye=1. (4.7)
We look for situations where there is decoherence,
D.,.=0 (4.8)

(which is usually only approximate), in which case the prob-
abilities then sum to 1,
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PA7) +pu(7) = 1. (4.9)

It is useful to relate some of these expressions to the standard
expressions for arrival time II(7) defined in Egs. (1.5) and
(1.6) [or Eq. (3.1)]. To do this, note that p,,. is in fact the
same as the survival probability, N(7) defined in Eq. (1.5),
and that p,. obeys the trivial identity

T Apa
(n=1+| dt—— 4.10
Puc(7) fo i (4.10)
since p,.(0)=1. It follows that
Pue(T)=1— f drIl(z). (4.11)
0

When there is decoherence, Eq. (4.9) holds and we may de-
duce that

p(7) = frle(t). (4.12)
0

Hence the decoherent-histories analysis is compatible with
the standard result, but only when there is decoherence.

B. Calculation of the decoherence functional

We now give two methods for checking for the decoher-
ence of histories. The first involves expressing the probabili-
ties and decoherence functional in terms of the transmitted
and reflected waves defined in Eq. (B12), which implies that

Cm|17[,> = 0(_ -xA)|(//lr> + e(x/\)(|llfref> + |l//f>)’ (413)

The probabilities and decoherence functional are therefore
given by

Pnec= <l//tr| l;btr> + <¢ref| lzbref> + <lzbref| ¢f> + <lr//f| wref>

+ {00y, (4.15)
Pc= <wtr|l//tr> + <l//ref| l//ref> - <l/11r| ¢f> - <$f| ¢tr>
+ (] 6= )| ). (4.16)

Dc,nc = <¢tr| ¢f> - <¢tr| ¢tr> - <¢ref| lzbref> - <¢f| lpref)-
(4.17)

[Here for notational convenience we assume that the defini-
tion of [,) includes (-%) and that of |4, includes 6(%),
but the definition of the freely evolving part |¢f) does not
include a 6 function.]

The magnitude of the off-diagonal term in the decoher-
ence functional may be estimated from the explicit solution
for the scattering states, Egs. (C6) and (C8). If there is sub-
stantial reflection, it is easily seen that the decoherence func-
tional will not be small. So the interesting regime is the one
explored in Secs. II and III, namely, V,<E (where E is a
typical energy scale). In this regime the reflected wave func-
tions are on the order of V,/E. Furthermore, one can see
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from Eq. (C6) that the difference between |i,) and |i,,) is on
the order of V,/E. Therefore, the off-diagonal terms and the
probability for not crossing are on the order of V,,/E, and the
probability for crossing is on the order of 1, up to corrections
on the order of Vj/ E. Hence there is decoherence of histories
in the regime V,<E.

There is a second method of demonstrating decoherence
which gives a different picture and will be useful later. Fol-
lowing the general pattern described in Egs. (1.19) and
(1.20), consider the quantity

qnc(T) = Tr(cncpeiHoT) .

From Eq. (4.6), we see that the decoherence functional may
be written as

(4.18)

DC,nCZan(T) _pnc(T)~ (419)

This means that g,.=p,. when there is decoherence. Or to
put it the other way around, decoherence of histories may be
checked by comparing ¢, with p,. and this is what we now
do. Recall that p,,. is given by Egs. (4.10) and (4.11) (which
hold in the absence of decoherence). We may write g, in a
similar form:

T dgy.
=1+ | dr—=. 4.20
Gnc(T) fo ” (4.20)

The integrand is similar to I1(z) defined in Eq. (3.1), so we
define

_ dg,.
() = - S (4.21)
dt
We now have that
Gue(D=1- f dii1(z). (4.22)
0
It then follows that the decoherence functional is
D,c= f df[T1(x) - I1(1)]. (4.23)
0

To compute the decoherence functional we need to calcu-
late T1(r), which is given by

T1(1) = Vo lexp(iHot) 6(— £)expl— iHot — VoO(= £)t]| ).
(4.24)

This is almost the same as I1(z) except that the exponential
on the left involves only H, and not the complex potential
(and also an overall factor of 2). We therefore follow the
calculation of I1(¢) in Sec. V with small modifications. With
little care, one may see that the final result is the same as that
for T1(z) [Eq. (3.15)] except that 2V, is replaced with V,, that
is,

t
(1) =V, f dse” "0 (s).
0

(4.25)

This result holds for time scales greater than 1/V( and under
semiclassical approximation (C10) (which requires E>V,
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and so is equivalent to the requirement of negligible reflec-
tion encountered above). Finally, a calculation similar to that
of Egs. (2.10)—(2.13) implies that

ffdtl'[(t) ~ detJ(t)
0 0

as long as V7> 1. Since this result is independent of V),
I1(7) will satisfy the same relation. We thus deduce that

(4.27)

(4.26)

D, =0.

Hence there is decoherence under the above conditions.

V. DECOHERENT-HISTORIES ANALYSIS FOR
AN ARBITRARY SET OF TIME INTERVALS

We now turn to the more complicated question of much
more refined histories, which may cross the origin at any one
of a large number of times, during the time interval [0, 7].
This corresponds more directly to the standard crossing
probability TI(7)dr, the probability that the particle crosses
during an infinitesimal time interval [7,z+dt].

A. Class operators

We have defined class operators (4.1) and (4.2) describing
crossing or not crossing during a time interval [0, 7]. We now
split this time interval into n equal parts of size €, so T=ne,
and we seek class operators describing crossing or not cross-
ing during any one of the n intervals. We first note that

e Me=C, (e)+C.(e), (5.1

where C,.(€) and C,(¢€) are defined as in Egs. (4.1) and (4.2)
except that here they are for a time interval [0, €]. We now
use this to decompose =07 into the desired class operators.
We have

—iHyT _ —iHne\n
e T = (¢7"70%)

= (e7Hoy=1[C, (€) + C.(e)]

= (e Mooy 1C, (&) + e ™I (e).  (5.2)
Repeating the same steps on the first term, this yields
"7 = ("o 2C. (2€) + e H0(T29C () C, . (€)
+e ™I (€). (5.3)
Repeating more times eventually yields
n-1
M7= C,(r) + 2 M EDEC (C (ko). (5.4)
k=0

From this expression, we see that the class operator for
crossing x=0 for the first time during the time interval
[ke,(k+1)€] is given by the summand of the second term,

Cl(k+1)eke] = Hl=kDele (e)C, (ke).  (5.5)

We will not in fact work with class operator (5.5), since a
more useful similar but alternative expression can also be
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found. Taking the continuum limit of Eq. (5.4) (and inserting

the explicit expression for C,.), we obtain

T

e—iHofze—iHOT—VT_'_f dte—iHO(T—t)Ve—iHot—Vt (56)
0

[where, recall, V=V,6(-%)]. This indicates that the class op-
erator for first crossing during the infinitesimal time interval
[t,t+dt] is

CC(I) — e—iHO(-r—t)Ve—iHoz—Vz‘ (5.7)

We do not, however, expect histories characterized by such
precise crossing time to be decoherent, so it is natural to
consider coarser-grained class operators,

Tk+1
ck= f diC.(1), (5.8)
t

k
which represents crossing during one of the N time intervals
[t;,1141] Of size A, where 1,=kA, with k=0,1,...,N-1 and
7=NA. The complete set of class operators C, for crossing
and not crossing is the set of N+1 operators

Co=1{C,..CY}, (5.9)

and Eq. (5.6) implies that they satisfy
N-1
M=, + > . (5.10)
k=0

To check for decoherence of histories we need to calculate
two types of decoherence functional,

Dy = Ti[CEp(CF) T, (5.11)

Dk nc_Tr[C P(Cnc) ] (512)

and this will be carried out below.

B. Important simplification of the class operator

There turns out to be a very useful simplification in class
operator (5.7). Consider the amplitude

(x]e™C ()| hy = Vi(x|e™0'6(— K)oV (5.13)

for any x. The right-hand side is very similar to Eq. (3.1),
except that there is no complex potential in one of the expo-
nential terms and also the “final” state is |x), not |¢). (There
is also an overall factor-of-2 difference.) Despite these dif-
ferences, we may once again make use of the details of the
calculation in Sec. V, and we deduce from the analogous
result (3.15) that

S=D

2m

(x|e™o7C (1) |y = VOJ dse™"o=

X(x|[p(E,) + 8&£)p1ly.  (5.14)

Like the derivation of Eq. (3.15), this is valid under the con-
ditions that all energy scales are much greater than V|, and all
time scales are much greater than 1/V,. Now we integrate
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this over time to obtain the coarse-grained crossing time op-
erator [Eq. (5.8)], and again use approximations of forms
(2.10)—(2.13) (again using the assumption of time scales
much greater than 1/V,), to yield the remarkably simple and
appealing form

etforck = f t(_—[pé(xt) +8%)pl.  (5.15)
U3
This may also be written even more simply as
eM7Ch = 0(#(1)) — O(E(111)).- (5.16)

C. Probabilities for crossing

The above expressions for the crossing time class operator
are the most important results of the paper and provide an
immediate connection to the standard expression for the
arrival-time distribution. Supposing for the moment that
there is decoherence of histories, we may assign probabilities
to the histories. The probability for crossing during the time
interval [y, f1,] is

Pttier) =T Cep(CH].

However, as noted in Egs. (1.19) and (1.20) when there is
decoherence of histories, this expression for the probabilities
for histories is equal to the simpler expression

q(tk’tkﬂ) = TI’(C]Z,peiHO")
eS| -1
B f d’%@l[ﬁﬁ(&) + 0GPl

k

Tkt
= f diJ(1),
1

k

(5.17)

(5.18)

which is precisely the standard result. The expression for the
probability g(t;,%;,;) is not positive in general (although is
real in this case, as it happens), but when there is decoher-
ence, it is equal to p(t,f;,), which is positive. Hence the
decoherent-histories result coincides with the standard result
under the somewhat special conditions of decoherence of
histories.

D. Decoherence of histories and the backflow problem

There is an interesting connection between decoherence
of histories and backflow. To see this, consider the following
simple case. We consider histories which either cross or do
not cross the origin during the time interval [#;,%,]. So the
crossing and not crossing class operators are C and 1-C
where

C= 9()2])— 0()22), (519)

where we have adopted the notation £,=x(#;) (and for con-
venience we have dropped the exponential factor which is
just a matter of definition and drops out of all expression of
interest). The decoherence functional is

=(C(1-0))=(C)-(C?).

This may also be written as

(5.20)
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D=—([6(=%)0(x) + 6() 6= £)]),  (5.21)

a form we will use below to check decoherence. When there
is decoherence, D=0 and the probability for crossing is

plt1.1) =(C*) =(C). (5.22)

As noted above, (C) is the standard result [Eq. (5.18)] for the
probability of crossing.

There is an interesting connection here between backflow
and decoherence. If there is decoherence, D is zero so (C)
must cancel (C?) in Eq. (5.20), which means that (C)=0, so
there is no backflow. Or we may make a logically equivalent
statement: if there is backflow, (C) <0, then there cannot be
decoherence, since |D| is then greater than the probability
(C?). Hence, states with backflow do not permit decoherence
of histories. (Note that absence of backflow, (C)=0, is not
itself enough to guarantee decoherence—the stronger condi-
tion D=0 must be satisfied.)

This is an important result. The quantity (C) is regarded
as the “standard” result for crossing time probability, and its
possible negativity is disturbing. Here, the decoherent-
histories approach sheds more light on this issue. In the
decoherent-histories approach, the true probability for cross-
ing is the manifestly positive quantity (C?) and this is equal
to (C) only when there is decoherence. In particular, when
there is significant backflow, there cannot be decoherence, so
probabilities cannot be assigned and (C?) is not equal to (C).

E. Decoherence conditions

The crossing probabilities described above are only valid
when all off-diagonal components of the decoherence func-
tional, Egs. (5.11) and (5.12), are zero. We therefore address
the issue of finding those states for which there is negligible
decoherence.

We consider first the simpler case, that of decoherence
functional (5.12). The noncrossing class operator C,. is
given in general by Eq. (4.1). However, it simplifies consid-
erably in the approximations used to derive Eq. (5.16), which
we adopt here. In particular, Eq. (5.10) with Eq. (5.16) im-
plies that

M7= C, + M O(%) — O(R(7)]. (5.23)

Since we are interested only in initial states with support
entirely in x>0, we have 6(X)|#)=|), which means that
effectively

Coel) = O(R)e™0". (5.24)
The decoherence functional of interest is then
Dy e =(OE(TO(F) - 0 )9, (5.25)
This is conveniently rewritten as
Dy e = (WOE(TDLO(= %ii1) = 0= 2)][9).  (5.26)

We will take 7 to be very large and it is pretty clear that this
object will be approximately zero, since we expect all the
initial state to end up in x<<0 at large times. However, we
will see this below in more detail.
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The more important decoherence condition is that Dy
defined in Eq. (5.11) vanishes, so we now focus on that. We
write class operator (5.16) for crossing during the time inter-
val [1;,1;,] as

Ch =M 0(%) = O(R4s1)]- (5.27)

For an initial state |¢), the quantity C¥¢) is a quantum
state representing the property of crossing of the origin in the
time interval [#;,%;,,]. The decoherence condition Dy, =0 is
simply the condition that the “crossing states” C’;|1,b> for dif-
ferent time intervals have negligible interference. The states
C¥4h) consist of an initial state which has been localized to a
range of time at x=0. This is closely related to the interesting
question of diffraction in time [32] and this connection will
be explored in more detail elsewhere [33].

The decoherence functional is given by

Dy =([0(%) — 6, )IL0(X) = 6(%;,1) ]
=([0(%) = 6%, ) JLO=£j1) - O(=%)]), (5.28)

where without loss of generality we take #;,; <#;. It is a sum
of terms each of the form

di=(6(= %) 6(%))), (5.29)
where 7, <t;. Note that
|dil” = dp = (0= 5D 0O %)) (5.30)

The key thing is that di has the form of a probability—it is
the probability of finding the particle in x <0 at #; and then in
x>0 at #;. Semiclassical expectations suggest that this is
small in general for the states considered here, which are
left-moving wave packets, and indeed the classical limit of
this probability is zero. So this is a useful object to calculate
in terms of checking decoherence (although it may not be
small for states with backflow). Note that it also implies that
the other parts of decoherence functional (5.26) will also be
small. In detailed calculations, upper bound (5.30) must be
compared with the probabilities, as in Eq. (1.18).

F. Checking the decoherence condition for wave packets

We now consider the particular case of an initial state
consisting of a wave packet

(x - 610)2

|
W) = (2wol)"4eXp<_ 402

where g,>0 and p,<<0. We first consider a heuristic analy-
sis of decoherence. In the simplest case, the wave packet
crosses the origin almost entirely during the time interval
[, te1] (of size A) for some k, without any substantial over-
lap with any other time intervals. (See Fig. 1.) This means
that

+ip0x), (5.31)

Clly =),

cly=0 for k' #k, (5.32)

and it follows that D = 0. The key time scales here are the
classical arrival time for the center of the packet,
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X

FIG. 2. An initial state consisting of a superposition of wave
packets may have significant crossings in at least two different time
intervals. If the initial packets are orthogonal and the time intervals
are sufficiently large (greater than the Zeno time), the packets will
remain orthogonal after passing through the time intervals and the
corresponding histories will be decoherent.

on)

t,="7, (5.33)
|Po|
and the Zeno time
=2 (5.34)
|P0|

(which is also approximately equal to 1/AH,). The Zeno
time is the time taken for the wave packet to move a distance
equal to its spatial width o or, equivalently, it is the size of
the packet’s “temporal imprint” at the origin. Therefore, the
above approximations work if, first,

;<A (5.35)

and, second, if the classical arrival time 7, lies inside the
interval [#;,%;,,] and is at least one or two Zeno times away
from the boundaries.

It is easy to see that similar conclusions hold for superpo-
sitions of initial states of form (5.31) as long as they are
approximately orthogonal. Loosely, this is because under the
above conditions, the class operators do not disturb the states
and the only nonzero components of the off-diagonal terms
of the decoherence functional will be proportional to the
overlap of pairs of initial wave packets, and so will be ap-
proximately zero. (See Fig. 2.) More generally, nonorthogo-
nal superpositions may, however, produce backflow, so there
may be no decoherence.

G. Checking decoherence for a detailed model

Decoherence starts to become lost as the size A of the
time intervals [, ,,] is reduced to close to the Zeno time.
This is because the wave packet will split into parts that
cross during different time intervals, and the effect of diffrac-
tion in time mentioned above [32] will cause these different
parts to be nonorthogonal. These effects will be explored in
more detail elsewhere [33]. Here, we give a more detailed
calculation to check for decoherence.

For simplicity we work with the simple case considered in
Sec. V D above. We take the initial state to be wave packet
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equation (5.31) and we note that decoherence functional
(5.21) satisfies

ID* =24, (5.36)

with @? given by Eq. (5.30) with k=1 and j=2. We need
some probabilities to compare this with. We have that

ID|> = (C*X(1 - C)%. (5.37)

The interesting case is that in which the crossing probability
(C? is somewhat less than 1, say, less than about 1/2, in
which case the noncrossing probability ((1—C)?) will be of
order 1. It is therefore sufficient to compare di with (C?).
Now note that

(C?y=([6(&) - 6(&)]")
=(0(x)) 6(= £,) (%)) + (6(,) 6(— £,) (- %))
+(6(2,) 6(— %)). (5.38)
This means that {C?) is in fact equal to the probability
P12 =(0(x)) 6(= £,) 0(%,)) (5.39)

up to terms which vanish when D=0. This is useful since it
is now identical in form to the expression for di and our goal

is to show that
& <pp. (5.40)

It is useful to work in the Wigner representation [34],
defined for a state p(x,y) by

1 . 1 1
W(p.q) = ZJ dfe"”ép(q + 5§,q - Eé). (5.41)

The probabilities p;, and di are then given by

p12=277-f dpdquZ(p’q)WO(p’q’tl)7 (542’)

di%l = ZWJ dpdqWD(PaCI)W()(pJ]atl) (543)

Here, Wy(p,q.t;) is the Wigner function of the initial state,
evolved in time to f,,

1 — qo— pot1/m)?
Wo(p.g.t;) = ;eXp(— % -20%(p _P0)2> :

(5.44)

The objects Wp and Wj are the Wigner transforms of the
f-function combinations appearing in Egs. (5.30) and (5.39)
and are given by

o)

1 sin y
Wp(p.q) = ﬁﬁ(q) dy—-, (5.45)
u(p.q) y
1 - sin y
Wp(p.q) = == 60(-q) dy , (5.46)
P 2 ulp.q) y

where
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e
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FIG. 3. The function f(u). It oscillates around zero for u>0 and
oscillates around 7 for u<<0. As a function of ¢, f(u(py,q)) differs
from O or 7 only in a region of size 1/|py| around ¢=0.

u(p,q) :2q(p+ ) (5.47)

(h—1)

We see that the only difference between the expressions for
P12 and di is in the sign in the 6 functions.
The integral

(5.48)
may be expressed in terms of the sine integral function Si(x),

flu) = g — Si(u), (5.49)

but its properties are not hard to see directly. For large nega-
tive u, f(u) = ; at u=0, f(0)=1/2; and for large positive u,
f(u) goes to zero, oscillating around 1/u. (See Fig. 3.)

We now compare the sizes of p;, and di.We assume that
the wave packet is spatially broad, so o is large and Wigner
function (5.44) is therefore concentrated strongly about p
=po<0. We therefore integrate out p and set p=p, through-
out. The most important case to check is that in which the
wave packet is reasonably evenly divided between x>0 and
x<0 at time #; so that both p;, and dlzn have a chance of
being reasonably large. This means that gy+pgt;/m should
be close to zero (to within a few widths o), so for simplicity
we take it to be exactly zero.

With these simplifications, we have

] 0 2
d* = mf ) dg exp(— ;]?)f(u(Po,Q))-

(5.50)

Here, since ¢=0 and p,<0, we have u(py,q)=0. We can
evaluate this expression by examining the comparative ef-
fects of f(u) and the exponential term. From the plot of f(u)
(see Fig. 3), we see that it drops to zero at u=u, (which is of
order 1) and oscillates rapidly around zero for u>u,, so we
expect the integral to be dominated by values of ¢ for which
0=u=uy. The value u=u, corresponds to g=g,, where
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|P0|A([ Ug }]/2 )
=——\|1+—— -1,
qo 2m * E()A

where Ey= p(z)/Zm. In the complex potential calculations, we
have assumed that E,>V,, and we also assumed that all time
scales are much greater than 1/V,,, and these together imply
that E)A>1. We may therefore expand the square root to
leading order and obtain

(5.51)

Ug

. (5.52)
2|Po|

qoz_

We have assumed that the wave packet is sufficiently broad
that opy> 1, and this means that

lg0| < & (5.53)

This in turn means that f(u) is significantly different from
zero only in the range |g| <o, and most importantly, in this
range, the exponential term in Eq. (5.50) is approximately
constant. We may therefore evaluate Eq. (5.50) by ignoring
the exponential term, integrating from O to g, and approxi-
mating f(u) as

flu) = 757 —u+ o). (5.54)

We thus obtain the simple result

1 1
i~ ———<1. 5.55
" e ol 05
In the expression for p,,, there is a key difference in that
¢ >0, which means that u(p,,q) can be positive or negative.
Introducing

(5.56)

(where 1, is the Zeno time), we see that u <0 for g <g, and
u>0 for ¢>¢q,. We therefore have
1 qz q2
Pi2= m]o dq €Xp<— ﬁ)f(u(po,q))
e ool 35
Qm0?)? " q €Xp 252 f(u(po,q)).
(5.57)

Here, f(u(py,q)) = in the first term, differing from this
value only in a region of size 1/p, close to g=0. In the
second term f(u) will tend to be small except for a small
region of size 1/p, around the origin.

If g,> o (that is, A>1t,), the second term in p, is expo-
nentially suppressed and in the first term the integration
range is effectively 0 to %, so we obtain

(5.58)

=

Pn=

This is the expected result, since under the above assump-
tions on the wave packet, half of it will cross x=0 if the time
interval is sufficiently large. Clearly p 12>d51 in this case so
there is decoherence.
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If g, < o, the first term in p,, is on the order of ¢,/ o and
the second on the order of 1/(|py|o), the same order of mag-
nitude as d2. Hence in this case we have decoherence if

A 1

= .
7 |polo

(5.59)

Since the right-hand side is already <1, this is easily satis-
fied even for time intervals whose size is A is smaller than
the Zeno time. In fact this condition is equivalent to the
condition

EA>1, (5.60)

which is satisfied by the assumptions of the complex poten-
tial model, as stated above. Interestingly, this condition has
also arisen previously as the limitation on the precision to
which a quantum system may be used as a clock [35]. In
brief, we therefore get decoherence of histories for a single
wave packet under a wide variety of circumstances.

VI. SUMMARY AND CONCLUSIONS

This paper was initially motivated by a desire to analyze
the arrival-time problem using the decoherent-histories ap-
proach to quantum theory. But along the way we have recon-
sidered and derived a number of other useful related results.

We considered the arrival-time problem using a complex
potential to kill paths entering x<<0. In Sec. Il we gave a
classical analysis of the problem. We derived a result of the
expected form exposing the resolution function as an essen-
tially classical effect summarizing the role of the complex
potential. We also showed that coarse graining over time
scales much greater than 1/V, produces a formula for the
arrival time of expected form and which is independent of
the complex potential. This is an important result for the rest
of the paper.

In Sec. III, we used the PDX to rederive the standard form
of the arrival-time distribution with a complex potential, in
the limit of weak potential. The form of this calculation
turned out to be useful for the subsequent work on the
decoherent-histories approach.

In Sec. IV, we considered the decoherent-histories analy-
sis for the simple case of a particle crossing or not crossing
x=0 during a large time interval [0, 7]. We found the simple
and expected result that the histories are decoherent as long
as reflection by the complex potential is negligible. The re-
sultant probabilities are consistent with the standard result
for the arrival time.

The main part of the decoherent-histories analysis was
given in Sec. V, where we first derived the class operators
describing crossing x=0 for an arbitrary set of small time
intervals. Here we obtained our most important result: cross-
ing class operator (5.15) for time scales much greater than
1/V,. This form of the class operator gives an immediate
connection with the standard result for probabilities when
there is decoherence. Indeed, one may have guessed the form
of the class operator from the standard form of the probabili-
ties, and this is pursued in another paper [30]. However, it is
also gratifying that it can be derived in some detail using the
complex potential approach used here.
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To assign probabilities, the decoherence functional must
be diagonal and we considered this condition. We found a
variety of states for which there is decoherence, under certain
more detailed conditions, which we discussed.

We also noted an interesting and important relationship
between decoherence and backflow: if there is decoherence,
the probabilities for crossing must be positive so there cannot
be any backflow. If there is no decoherence, the integrated
current may still be positive, but one can say that if there is
backflow there will definitely be no decoherence. This means
that the decoherent-histories approach brings something
genuinely different to the arrival-time problem: it establishes
the conditions under which probabilities can be assigned and
in particular forbids the assignment of probabilities in cases
where there is backflow.
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APPENDIX A: SOME PROPERTIES OF THE CURRENT

We have derived the expression

T
p(0,7) = J (1) (A1)
0

as the approximate probability for crossing the origin during
the time interval [0,T], where J(r) is the usual quantum-
mechanical current. The current itself is not necessarily posi-
tive due to backflow. Here we explore the possibility that
averaging it over time might improve the situation. On one
hand, the results of Bracken and Melloy [3] show that there
is always some state for which p(0,T) defined above is nega-
tive, for any 7. On the other hand, for a given state, one
might hope that p(0,T) will be positive for sufficiently large
T. Here we give a brief argument for this, which also makes
contact with the negativity of the Wigner function.

The current can be written in terms of the Wigner function
W(p,x) as

J()=- f dpiW(p,O,t). (A2)
The Wigner function evolves freely according to W(p,x,1)
=W(p,x—pt/m,0). We assume it has support only on
negative-momentum states, with average momentum py<<0
and momentum width o,.

Consider a time interval 0<t<T over which backflow
occurs. It is clear that in order for this to occur the Wigner
function must be negative for at least some of this interval.
We can write
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T
p(0,T)=- f dtf deW(p,—pt/m,O)
O m

|p|T/m
=Jdpf dxW(p,x,0).
0

So p(0,7) is given by the average of the Wigner function
over a region of phase space. We now recall a standard prop-
erty of the Wigner function which is that, broadly speaking,
it will tend to be positive when averaged over a region of
phase space of size greater than order 1 (in the units used
here where #i=1). This region is of size on the order of
|polT/m in the x direction but infinite in the p direction.
However, the Wigner function has momentum spread o, so
the effective size averaged over is o,pyT/m, which is ap-
proximately the same as AHT. This means that we expect
that p(0,T) will be positive as long as

(A3)

1
T>—

N (A4)

Hence, as expected, the integrated current will be positive for
T sufficiently large and the key time scale is the Zeno time.
This heuristic argument will be revisited in more detail else-
where.

APPENDIX B: THE PATH-DECOMPOSITION EXPANSION

In this appendix we review some useful path-integral
techniques that will be useful in Sec. III and in Appendix C
below. We wish to evaluate the propagator

g(xy,71x0,0) = (xyJexp[— iHo 7= V(= £)f(£) 7]|x0)
(B1)

for arbitrary x; and x,>0. This may be calculated using a
sum over paths,

g(xy,7x,,0) = J Dx exp(iS), (B2)

where

S= det[émxz +iVy0(- x)f(x)} (B3)

0

and the sum is over all paths x(¢) from x(0)=x, to x(7)=x,.

To deal with the step-function form of the potential, we
need to split off the sections of the paths lying entirely in x
>0 or x<0. The way to do this is to use the PDX [36-38].
Consider first paths from x,>0 to x;<0. Each path from
x>0 to x; <0 will typically cross x=0 many times, but all
paths have a first crossing, say, at time #;. As a consequence
of this, it is possible to derive the formula

i (7 ag,
g(xy,7x0,0) = 2_f dtyg(x1,70,1) = (x,11]x0,0)| .
mJ, ox

(B4)

Here, g,(x,t|xy,0) is the restricted propagator given by a
sum over paths of form (B2) but with all paths restricted to
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t=0 X

FIG. 4. The path-decomposition expansion. Any path from x,
>0 at t=0 to a final point x; <0 at =T has a first crossing of x
=0 at 1, and a last crossing at #,. The propagator from (xy,0) to
(x1,7) may be decomposed into three parts: (A) restricted propaga-
tion entirely in x>0, (B) free propagation starting and ending on
x=0, and (C) restricted propagation entirely in x<0. The corre-
sponding path-decomposition expansion formula is given in Eq.
(BO).

x(¢) >0. It vanishes when either end point is the origin but its
derivative at x=0 is nonzero (and in fact the derivative of g,
corresponds to a sum over all paths in x>0 which end on
x=0 [37]).

It is also useful to record a PDX formula involving the
last crossing time £,, for x,>0 and x; <0,

i (7 dg,
x0,0) =~ _f dty=>=(x1,71x,1)] 1208 (0, 12]x0, 0) .
2m 0 (9)(

g(xy, 7

(B5)

These two formulas may be combined to give a first and last
crossing version of the PDX,

1 T ty g
0)=—=| dt,| dt;—=(xy,
X0 ) 4m2f0 2J0 l&x (x1, 7]

Jg
X == (x, 1]x0,0) | 1o
ox

glxy,7 x,15)|208(0,1,]0,2)

(B6)

This is clearly very useful for a step potential since the
propagator is decomposed in terms of propagation in x<<0
and in x>0, essentially reducing the problem to that of com-
puting the propagator along x=0, g(0,#,|0,¢,). (See Fig. 4.)

For paths with x>0 and x; >0, Eq. (B4) is modified by
the addition of a term g,(x;,|xy,0), corresponding to a sum
over paths which never cross x=0, so we have

(7 g,
g(XI,T.X(),O) = _J‘ dtlg(XI,TO,tl)_(x,t1|x0,0)|x=0
2m ) ox

+gr(x1’t|x030)' (B7)

Again a further decomposition involving the last crossing, as
in Eq. (B6), can also be included.
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The various elements of these expressions are easily cal-
culated for a potential of simple step-function form V(x)
=V,6(-x). The restricted propagator in x>0 is given by the
method-of-images expression

£,(x1,71x0,0) = 6x1) B(x0) [ g x1, 71x0,0) — g = X1, 71x,0) ],
(B8)
where g denotes the free-particle propagator
12 : 2
m im(x; = xg)
8/x1,70x0,0) = (2—> eXp<l—0>. (B9)
miT 27

It follows that

&(x’mxo’oﬂx:o = Zﬁ_gz(o’fﬂxo’o) 0(xo).  (B10)
ox ox

The restricted propagator in x<<0 is given by Eq. (B8), mul-
tiplied by exp(-V,7). The only complicated propagator to
calculate is the propagation from the origin to itself along the
edge of the potential. In the case V(x)=V,6(—x) this is given
by [39]

m )”2[1 —exp(= Vo]

0,0)= (_ Vo2

Bl11
2ri ( )

(0,1

Using these results we may write down the full solution to
the evolution with a complex potential, described by Eq.
(B1), for an initial state ¢(x) with support only in x>0 and
with negative momenta. It has the form

gb(x, T) = 0(_ x) ly[/tr(xs T) + a(x)[wref(x’ T) + llff(xs T)]
(B12)

Here, ,, is the transmitted wave function and is given by the
propagation of the initial state ¢(x) using PDX equation (B4)
and (B6).

The remaining part ¢,,,+ i is the wave function obtained
by propagating using the PDX formula for initial and final
points both in x>0, Eq. (B7) [rewritten using Eq. (B6) if
necessary . It is appropriate to break this into the two pieces
Urer and ¢y defined as follows: the reflected wave function
s consists of that obtained using the first term in Eq. (B7)
together with the reflected part —g{—x;, 7|x(,0) of the re-
stricted propagator, g,. This definition ensures that ¢,,,— 0
as the complex potential in x <0 goes to zero. The remaining
part, i, is the other part of the restricted propagator and so is
simply free propagation in x> 0. This corresponds to the part
of the incoming wave packet that never reaches x=0 during
the time interval [0, 7]. This part clearly goes to zero for
large 7.

APPENDIX C: SOLUTION THROUGH STATIONARY
SCATTERING STATES

In this appendix we use the PDX to derive the standard
representations of the scattering solutions to the Schrodinger
equation with the simple complex potential (1.3). These are
known results but this derivation confirms the validity of the
PDX method and allows a certain semiclassical path-integral
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approximation (used in Sec. III) to be tested. The results will
also be useful for the decoherent-histories analysis in Sec.
Iv.

The transmitted and reflected wave functions are defined
above in Eq. (B12). For large 7, a freely evolving packet
moves entirely into x <0 so that the free part i/(x,7) is zero,
leaving just the transmitted and reflected parts. Following the
above definition, the transmitted wave function is given by

1 T =5
e = s | as [ dotlenpt its)plone
m-Jg 0

X (0lexp(— iHv)|0){0|p
Xexpl— iHy(T—v —5)]|4),

where |0) denotes the position eigenstate |x) at x=0. Also, we
have introduced s=7-ft; and v=t,—t|, and H=H,—iV,60
(=x) is the total Hamiltonian. The scattering wave functions
concern the regime of large 7, so we let the upper limit of the
integration ranges extend to o°.

Writing the initial state as a sum of momentum states |p),
and introducing E=p?/2m, we have

(C1)

1 - . o
b x,7) = _ZJ dpf ds{x|exp(— iHOS)ﬁ|O>e‘(E+lV0)5
m 0

X f dv(0lexp(~ iHv)|0)eEp(0|pYe Eyp).

0
(C2)
To evaluate the s integral, we use the formula [40]
% m \172 2
ds - expl| i| As + —
0 2is 2s
m \ 12
= (ﬁ) exp(i|x[\2mN\), (C3)

from which it follows by differentiation with respect to x and
setting N\=E+iV,, that
f ds(x|exp(- l'HOs)p"|O>ei(E+iVO).v
0
=m exp{ilx|[2m(E + ivy)]"?}. (C4)

The v integral may be evaluated using the explicit expression
for the propagator along the edge of the potential [Eq.
(B11)], together with the formula

() [ o g
D U e = .
2mi 0 Vov'? (E+iVy)?+E?

(C5)

We thus obtain the result

Y (x,7) = f dz—iexp{— ix(2m(E + iVy) 1" —iET},(p),
N2

(Co6)

where
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b p) = W(p). (C7)

[1+E"2(E+iVy) "]
Note that in this final result, it is possible to identify the
specific effects of the different sections of propagation: the
propagation along the edge of the potential corresponds to
the coefficient in transmission amplitude (C7) (which is
equal to 1 when V;=0), and the propagation from final cross-
ing to the final point produces the V|, dependence of the
exponent. These observations will be useful below.

The reflected wave function ¢,/ is defined above using
PDX equation (B7) [rewritten using Eq. (B6)]. The first term
in Eq. (B7), the crossing part, is the same as the transmitted
case [Eq. (C2)] except that Vy=0 in the last segment of
propagation, from x=0 to the final point, and also the sign of
x is reversed. We must also add the effects of the reflection
part of the restricted propagator, and this simply subtracts the
reflection of the incoming wave packet. The reflected wave
function is therefore given by

d
Ypepl, ) = J L explixp— iED o (p),  (C8)
N2

where

1-E2 AL
%ef(p)wn(p)—w(p)—[ E(E+iVo) "]

T+ EYHE+iVy) 2] Wp)-

(C9)

We thus see that the PDX very readily gives the standard
stationary wave functions [8], without having to use the
usual (somewhat cumbersome) technique of matching eigen-
functions at x=0. In fact, this procedure is in some sense
already encoded in the PDX.

We now use these exact results to check the validity of a
useful approximation in the path-integral representation of
the propagator. In the PDX [Eq. (B4)], the part awkward to
calculate (especially for more general potentials) is the
propagation from x=0 to the final point x;<0. The exact
propagator for this section consists of propagation along the
edge of the potential followed by restricted propagation from
x=0 to x;, as used in Eq. (B6). However, for sufficiently
small V,, one might expect that in the path-integral represen-
tation of the propagator, the dominant contribution will come
from paths in the neighborhood of the straight-line path from
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x=0 to x<0. These paths lie almost entirely in x<<0, and
one might expect that the propagator is therefore given ap-
proximately by

(x|exp(= iHs)|0) = (x|exp(— iHs)|0)exp(= Vjs).
(C10)

It is not entirely clear that this is the case, however. On the
one hand, the usual semiclassical approximation indicates
that paths close to the straight-line paths dominate, but on the
other hand, paths in x <0 are suppressed, so maybe the wig-
gly paths that spend less time in x<<0 make a significant
contribution. Since this approximation is potentially a useful
one, it is useful to compare with the exact result for the
transmitted wave packet calculated above.

We therefore evaluate the following approximate expres-
sion for the transmitted wave function:

1 (" ) )
(1) =~ _f dS(x|e_lHOS|O>e_V05<0|ﬁe—lH0(T—S)| ).
mJo

(C11)

This is the PDX [Eq. (B4)] in operator form with the semi-
classical approximation described above and we have set s
=7—t;. We now take 7— 0 in the integration and evaluate.
The key integral is

J ds<x|e—iHos|0>ei(E+iV0)s
0

m 12
- <2(T1V0)> exp{— ix[2m(E + iV,) ]V},

(C12)

where we have used Eq. (C3) (and recall that x<<0). The
resulting expression for the transmitted wave function is of
form (C6), with

(p) = Wp). (C13)

E—I/Z(E+ ivo)l/z
This agrees with the exact expression for transmission coef-
ficient (C7) only when V,,=0, with the difference on the or-
der of V\,/E for small V. This establishes that the approxi-
mation is valid for V; much less than the energy scale of the
initial state.
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