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We study the dynamics of a one-dimensional Bose-Einstein condensate located in a time-dependent double-
well trapping potential. In particular we investigate the way the system discovers existence of a ground state
created in the new deeper well. It was shown that the transfer of the system into the minimum of the potential
is triggered by the appearance of the condensate in the new well. Only then the thermal cloud follows the
condensed part. During the transfer the eigenvectors of the single-particle density matrix have components
localized simultaneously in both wells, which indicates a partial coherence between the two parts of the
system.
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I. INTRODUCTION

The theory of the Bose-Einstein condensate �BEC� for
weakly interacting systems at zero temperature is well estab-
lished. On the other hand description of the system at non-
zero temperature is a much more demanding task. There are
several approaches to tackle this problem �1–5�. Studies of
finite temperature effects were restricted in most cases to
systems at thermal equilibrium. Description of a system
which is not in thermal equilibrium is very complicated and
requires a finite temperature theory which is applicable to
dynamical situations. Examples of such processes studied
previously are the evaporative cooling �6–8� or the dynami-
cal instability followed by conversion of a condensate to a
thermal cloud �9�.

Our paper is inspired by the experiment of MIT group
�10� in which authors observed a transfer of a BEC to a
dynamically created deeper potential well separated from the
initial one by a potential barrier, Fig. 1. We study theoreti-
cally an analogous process in a one-dimensional �1D� geom-
etry. This is a serious difference as compared to �10� and
therefore our results and interpretation should not be auto-
matically extended to the three-dimensional �3D� systems as
studied in �10�.

Our goal is to theoretically investigate the distillation pro-
cess in 1D system. Despite of relatively simple geometry this
is quite complicated task as description of this process re-
quires inevitably a finite temperature approach. We use the
classical fields method �1,2� proved to be a very successful in
studies of equilibrium properties of atomic condensates
�11,12� as well as some dynamical phenomena such as dis-
sipative dynamics of a vortex or decay of a doubly charged
vortex �13,14�. By analyzing a temporal structure of the
single-particle density matrix we are able to get a deep in-
sight into all essential processes responsible for the atomic
transfer. This way we can investigate many aspects of the
quantum flow in a search for the true thermal equilibrium.

In Sec. II we briefly introduce the classical field approxi-
mation and in Sec. III describe our model. In Sec. IV we
present results of simulations and distinguish various stages
of the atom flow, while in Sec. V we focus at details of these

stages and explain the transfer mechanism. We summarize
the results of this paper in Sec. VI.

II. SUMMARY OF THE CLASSICAL FIELDS METHOD

The main idea of the classical fields method is to substi-
tute all annihilation �and creation� operators of atoms, for
states that occupation is significant, by c-number amplitudes
and to neglect a small remaining high-energy part. This way
the whole system, a condensate and a thermal cloud, is de-
scribed by a single classical field, ��r , t�. The classical fields
method is a generalization of the Bogoliubov approach to
finite temperatures. The time evolution of the classical field
at a finite temperature is given by the standard Gross-
Pitaevskii equation as follows:

i��t��r,t� = �−
�2

2m
� + V�r� + gNat���r,t��2���r,t� , �1�

where � is the Planck constant, m is the mass of the atom,
V�r� is the external potential, Nat is the number of particles in
the system, and g determines the interaction strength. The
nonlinear parameter g is related to the two-body scattering
length as by the following formula:

g =
4��2as

m
. �2�

FIG. 1. The distillation of a condensate in a double-well poten-
tial. �a� A condensate is loaded into the single-well potential. �b�
The potential is linearly transformed from a single-well to a double-
well potential. �c� Atoms travel from the left to the right well. �d�
The final equilibrium state is reached. Double-well potential can be
characterized by two parameters: the difference between the wells
depth dU and the height of the potential barrier V, measured from
the bottom of the left well. The barrier height is significantly higher
than the peak atomic mean-field energy.
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There are however two important modifications as com-
pared to the zero-temperature Bogoliubov approach. First,
the initial energy of the system, conserved in the evolution,
has to be larger than the energy of the ground state. There-
fore the initial state evidently corresponds to a temperature
greater than zero. The second important difference is that the
equation Eq. �1� has to be solved on a finite grid with �r
being a spatial step �15�. This step defines a maximal mo-
mentum taken into account in the dynamical equation. We
will refer to this momentum as to the cut-off momentum
kmax=� /�r. For a uniform system the number of spatial grid
points equals to a number of plane waves included in the
evolution �in this case plane waves are natural eigenmodes of
single-particle density matrix�. All plane waves included are
classical if we choose the number of atoms to be

Natnc = 1, �3�

where nc is the smallest eigenvalue of the single-particle den-
sity matrix as defined below, Eq. �5�. Knowing the numerical
value of nc one can obtain the value of the total number of
particles Nat=1 /nc in the system. The number of particles
and temperature are not control parameters of the classical
fields method. In numerical implementation one controls a
total energy, a number of classical modes, and a value of the
product gNat. The actual values of particle number Nat and
interaction strength g are determined a posteriori from con-
dition Eq. �3�. The cutoff has to be chosen carefully accord-
ingly to the system energy �16,17�.

The nonlinear dynamics of the high-energy classical field
drives the system to the state of a thermal equilibrium �1,4,6�
characterized by the equipartition of energy. Splitting the
system into a condensate and a thermal cloud is based on the
analysis of the time-averaged single-particle density matrix,

��r1,r2� =
1

�t
�

t

t+�t

���r1,����r2,��d� . �4�

The averaging procedure reflects a real observation process
and finite resolution of detectors. The averaging procedure
brings the classical field to the mixed state. Diagonalization
of the averaged density matrix

��r1,r2� = 	
i

imax

ni�i
��r1��i�r2� �5�

gives one-particle orbitals �i�r� and their relative occupa-
tions ni. The most populated mode is a condensate while all
others contribute to a thermal cloud.

The analysis described above can be simplified in the case
of a uniform system with periodic boundary conditions be-
cause eigenstates of single-particle density matrix are plane
waves. This is not the case in the problem studied here—the
potential has no translational symmetry. In numerical simu-
lations we apply the split-step method based on Fourier de-
composition; therefore we still use the plane-wave basis. The
cutoff is defined in the momentum space—we neglect all
states of momenta larger than cutoff. The cutoff is properly
chosen if all macroscopically occupied modes are well repro-
duced by a superposition of the plane waves used in the
numerical simulations. Evidently some nonclassical states

have nonvanishing projection on the subspace spanned by
the plane waves used. Due to these states some extremely
small eigenvalues must appear in the spectrum of a single-
particle density matrix of an equilibrium state. Fortunately
the number of these states is small as compared to the total
number of basis functions. These eigenfunctions must be ig-
nored in the final analysis.

The spectrum of the single-particle density matrix of non-
uniform system has the following general structure: �i� one
dominant eigenvalue equal to the relative occupation of the
condensate N0 /Nat, �ii� a wide plateau of small eigenvalues
corresponding to relative occupations of different thermal
states, sum of all these eigenvalues gives thermal fraction,
�iii� few extremely small eigenvalues which must be ne-
glected as they correspond to nonclassical states �see Fig. 3�.
In practical applications the cut-off momentum corresponds
to the end of the plateau part of the spectrum and this “cut-
off” eigenvalue is used to define a number of particles: Nat
=1 /nc. This way the absolute occupation of all states up to
the cutoff is macroscopic. Previous studies show that such
choice of cutoff correctly reproduces many experimental ob-
servations for instance it gives a correct estimation of the
critical temperature �12�.

The classical fields method allows to assign single-
particle energies to each eigenstate of ��r1 ,r2�. This energy
is equal to a characteristic frequency observed in a spectrum
ãi���=
e−i�tai�t�dt of a given eigenmode amplitude ai�t�
=
�i

��x���x , t�dx. In a case of homogenous gas it was shown
that the single-particle energy spectrum determined from the
classical field method agrees with Bogoliubov-Popov for-
mula �2�.

III. MODEL

In the simulations we model the trapping potential by a
rectangular-shaped double well with smoothen edges. This
shape differs from the oscillatory potential but such choice
allows for an easy modification of the wells depth without
changing their shape. The numerical potential describing ini-
tial trap is given by the following formula:

Vin = U�x,x1,x2� , �6�

where U�x ,x1 ,x2� is the rectangular-shaped well with
smoothed edges at x1=−2a0 and x2=−a0 �18� and a0 is a
characteristic size of the well, Fig. 2. The characteristic en-
ergy of the rectangular well of a size a0 is

e0 =
�2

ma0
2 �7�

and the typical time is

t0 =
�

e0
=

ma0
2

�
. �8�

We choose the spatial extension of the initial well to be
equal to a0=12 	m. This is the unit of length in our calcu-
lations. Corresponding energy unit equals e0=0.14 nK
kB
and the time unit is t0=0.05 s.

In our calculations we made two very significant assump-
tions which are: �1� 1D geometry of the system and �2� a
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semirectangular shape of the trap. These simplifications
make our work quite far from the experiment �10�. Therefore
many aspects of the transfer may be different in 1D and in
3D geometries.

To make some estimations let us notice that the above
barrier transfer is possible only when the atoms get excited.
Excitation dynamics depends on the shape of the trapping
potential. In particular all levels in the harmonic trap, as used
in �10�, are equally spaced and for the radial and axial fre-
quencies �fr=830 Hz, fz=12.4 Hz� the energies of single
excitations are 36 nK
kB and 0.6 nK
kB, respectively. In
our rectangular-shape trap the distances between energy lev-
els vary depending on the energy. The energy of excitation
from the ground state is 5 nK
kB but the energy needed for
the excitation from the state located at the top of the barrier
is 70 nK
kB. Excitations energies in our rectangular trap
are much larger �by a factor of 100� than in the harmonic
trap. Therefore, we predict that the time scales of the ob-
served processes in our model should be about two orders of
magnitude larger than in the experiment �10�.

The potential is transformed in time according to the for-
mula

V�t� = U�x,x1,x2� + a�t�U�x,x3,x4� − b�t�U�x,x2,x3� , �9�

where x3=a0 and x4=2a0 are the edges of the right well and
x2 and x3 are the edges of the barrier. Parameters a�t� and
b�t� determine the depth of the right well and the height of
the barrier correspondingly. Both parameters are ramped lin-
early during the potential transformation. The final depth of
the right well is Vr

f =−3500e0 and the final height of the bar-
rier varies from 2600e0 to 3500e0 �Fig. 2�. All energies are
measured with respect to the bottom of the left well. The
time of the potential transformation is equal to tt=10t0 and is
longer than the characteristic time of the nonlinear dynamics
�1 /gNat�.

The dynamics of the system is governed by 1D version of
Eq. �1�. We choose the value of G=gNat �19� such that the
chemical potential of the system in the ground state of the
initial well is below of the final barrier height.

The initial state was created by a random perturbation of
the ground state of the initial trap followed by a thermaliza-
tion. We make sure that the system reaches a state of the
thermal equilibrium by comparing the relative occupations of
single-particles orbitals at different moments of time evolu-
tion. The equilibrium is reached if the mean occupations do
not change. The energy of the initial state is Ei=1580.3e0
which is about 20% higher than the energy of the ground
state. The largest eigenvalue of the time-averaged density
matrix gives relative occupation of the condensate. In this
case the initial state contains about 92% of condensed atoms.
The remaining atoms form a thermal cloud and occupy other
eigenstates of the single-particle density matrix �Fig. 3, solid
line�.

The essence of the classical fields method is to account in
numerical simulations for macroscopically occupied modes
only. In a thermal equilibrium number of macroscopically
occupied modes does not depend on time. However it is not
the case in the problem studied here. After transformation of
the potential the system reaches a new equilibrium corre-
sponding to a higher than the initial temperature. Therefore
evidently the number of macroscopically occupied modes
increases. There are two ways to solve this issue: to change
dynamically the number of classical modes �it corresponds to
changing the number of the grid points� or to adjust the
number of the classical modes to the final temperature. We
choose the second strategy allowing for some nonclassical
modes in the initial state.

Figure 3 shows the relative populations of single-particle
orbitals for the initial �solid line� and the final state �dashed
line�. The chosen population cutoff is marked by a horizontal
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FIG. 2. �Color online� The potential at various times of the
transformation, from the top to the bottom: 0t0�0s�, 2t0�0.1s�,
4t0�0.2s�, 6t0�0.3s�, 8t0�0.4s�, and 10t0�0.5s�. The time of the
transformation is tt=10t0. The height of the barrier changes
from 18000e0�2520 nK
kB� to 3500e0�490 nK
kB� and the
depth of the right well changes from 18000e0�2520 nK
kB� to
−3500e0�−490 nK
kB�.
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FIG. 3. �Color online� The relative occupation of the initial
�solid line� and final �dashed line� single-particle orbitals. The hori-
zontal line shows the population cutoff for the final state. The ver-
tical line shows the number of macroscopically occupied orbitals in
the initial state. We use the logarithmic scale. The initial state was
created in the single-well potential. Trap parameters for the final
state are Vb=3500e0�490 nK
kB� and Vr

f =−3500e0�−490 nK

kB�.
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line in Fig. 3. All states of occupation larger than determined
by the horizontal line are classical. According to our discus-
sion in Sec. II this choice of the cutoff gives the total number
of atoms equal to Nat=2
104 at final equilibrium. However
for such number of particles only the first 91 eigenstates of
the initial single-particle density matrix have occupations
larger than one. This is indicated by a vertical line in Fig. 3.
For other initial eigenstates the classical approximation is not
justified. As we already mentioned these nonclassical states
are considered because they will became classical in further
evolution. One can ask a legitimate question how it will af-
fect the dynamics of the system.

Transfer of atoms to empty �nonclassical� states is due to
the spontaneous process only. These are not accounted for in
the classical fields method, which includes only stimulated
processes. For this reason transfer of atoms to these nonclas-
sical states cannot be correctly described what affects a total
time of reaching a thermal equilibrium but has not significant
impact on the dynamics of the transfer of atoms from the
initial to the final minimum of the potential. In Fig. 4 we plot
the occupation of low-energy states. The vertical line indi-
cates the final energy of potential barrier separating both po-
tential minima. Only the first seven states have the energy
below the barrier. All other states have larger energy. A popu-
lation of these states is macroscopic �larger than five atoms
per state� and transfer of particles to these states is totally
dominated by stimulated processes. This way one can see
that the transport of atoms to the new equilibrium can be
well described by the classical modes of the system. We
believe that our calculations give the correct description of
the transfer of atom to the minima in 1D system but they
probably fail in final stages of thermalization process. Figure
5 shows the atomic density and some eigenvectors of the
initial state. The initial state is localized in the left well.

IV. RESULTS

Below we present results of our numerical simulations.
The total time of the evolution �after transformation of the
potential� is te=10 000t0.

In the simulations the single-particle density matrix was
averaged over a very short time �as compared to the typical
time scale of the dynamics�, �t=0.1t0, which is about 5 ms.
The longer time of averaging does not change the spectrum
of the density matrix.

A time after which the condensate is transferred into the
right well can be estimated by monitoring the potential en-
ergy

EV =� ���x,t�V�x���x,t�dx , �10�

where V�x� is the trapping potential. When particles appear
in the right well the potential energy drops significantly. In
Fig. 6 we show the potential energy as a function of time for
different final barrier heights. A drop of the potential energy
is clearly visible. This abrupt drop of energy is accompanied
by a macroscopic transfer of atoms to the new well. In the
inset of Fig. 6 we show the transfer time for different values
of the potential barrier. For larger values of Vb the transfer
time increases linearly. The transfer cannot be attributed to
the tunneling. The tunneling rate is given by the formula

R =
	

�
exp�−�2md2�Vb − 	�

�2 
 , �11�

where d is the barrier width. The tunneling time for Vb
=2600e0 is ttun=1 /R=0.5
1012t0 and for Vb=3500e0 it is
ttun=0.33
1021t0. Such time scales are by orders of magni-
tude larger than any reasonable time scales; therefore the
tunneling effects are irrelevant in the studied process.

Fraction of atoms localized in three different spatial re-
gions: right well, left well, and the barrier as a function of
time is shown in Fig. 7. We estimate the relative number of
particles in a given region using the following formula:
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FIG. 4. �Color online� Number of atoms in a given orbital as a
function of a corresponding energy. The vertical line shows the
barrier height Vb=3500e0�490 nK
kB�. The total number of atoms
in the system is Nat=2
104. We use the logarithmic scale.
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FIG. 5. �Color online� The atomic density �a� and the eigenvec-
tors �b�–�f� of the initial state as a function of position. The well is
localized between x1=−2a0�−24 	m� and x2=−1a0�−12 	m�, as
shown in Fig. 2. The occupation of the eigenstates is the following:
�b� n0=92.56%, �c� n1=3.84%, �d� n2=0.90%, �e� n3=0.53%, and
�f� n4=0.4%. All eigenstates are localized in the left well.
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Nat
loc = �

xi

xf

���x,t���x,t�dx , �12�

where xi and xf are the edges of the examined area �left and
right wells or barriers�. This formula overestimates the num-
ber of particles trapped in each well because of contribution
of atoms of energies higher than the barrier height which
oscillate inside the whole trap.

Let us notice that the sudden drop of the potential energy
�Fig. 6� is accompanied by a significant transfer of atoms to
the new well. At the final stage of the dynamics the number
of atoms in the barrier area is the same as the number of
atoms in the initial well. In Fig. 8 we show a fraction of
condensated atoms �the lowest-energy state in each well� in
the left and right wells. The condensate populations are nor-

malized to the number of atoms localized in corresponding
well. In particular the normalization is different for both
wells. The condensate fraction is a measure of the tempera-
ture in each part of the system—the larger the condensate
fraction the smaller the temperature is.

Figure 8 suggests that one can distinguish three different
stages of the system evolution. Initially, when all atoms are
trapped in the left well the temperature very slowly increases
and the condensate fraction decreases to the value of 80% at
time 5000t0. Within the next 1000 time units the condensate
completely evaporates from the initial well and appears in
the dynamically created deeper well. Then, in the third stage,
the system is slowly approaching a state of the thermal equi-
librium and the condensate fraction at the end of our simu-
lations is about 40% �t=10000t0�.

In the experiment �10� the same quantities were moni-
tored. On the first glance we see some qualitative similari-
ties; however our analysis does not allow to judge whether
the distillation scenarios in the studied 1D model and in the
3D geometry as in �10� are analogous or not. In many cases
a 1D and a 3D physics of a Bose-Einstein condensates is
different �20�. At least one difference can be expected on the
basis of the previous discussion �Sec. III�: the time scale of
the transfer is about 100 times larger than in the experiment
�10�. The other difference is that in our calculations one can
see the prominent peak in the fraction of condensated atoms
in the right well immediately after the transfer. Only later the
condensate fraction decreases. It would be interesting to
check whether this result is specific to the 1D geometry or if
it is of a more general character. The ultimate test would be
the experiment with a high temporal resolution.

V. DISTILLATION SCENARIO

In this section we present details of the transfer of atoms
to the dynamically created ground state and show how the
system finds its way toward a new equilibrium. All following
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FIG. 6. �Color online� The value of the potential energy as a
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results are for the final barrier height equal to 3500e0 and the
final depth of the right well equal to −3500e0.

A. Penetrating a potential minimum

After the transformation of the trapping potential the sys-
tem is no longer at the thermal equilibrium. Until time
5000t0 �250 s� the system remains in the initial well. Atomic
density practically does not change. However, populations of
different eigenvectors of the single-particle density matrix
change in time.

For a relatively short time t=200t0 �10 s� the whole sys-
tem is practically localized in the initial well. All single-
particle states look very similar to the eigenstates at the ther-
mal equilibrium. However, we observe a migration of
population toward higher energy states of the left well. For
example, a population of the first-excited state is equal to
n2=0.22% and is larger than population of sixth-excited state
n3=0.12%. However populations of the third-, fourth-, and
fifth-excited states are smaller than the population of the
sixth state. This is a signature of a population inversion. Si-
multaneously a few thermal atoms penetrate the whole re-
gion of the double-well potential �Fig. 9�a��. There is already
a tiny fraction of atoms �about 0.02%� trapped in the high-
energy states of the right well �Fig. 9�b��.

At time t=3500t0 �175 s� the condensate rests in the initial
minimum and its population is close to the initial value
�about 90%�. Simultaneously a small thermal fraction is
trapped in the new minimum. While population still climbs
up the energy levels in the first minimum the opposite hap-
pens in the new well—the population travels toward the low-
energy states. The true ground state of the system �Fig.
10�b�� has already noticeable occupation n14=0.12%. There
are however higher-energy states of larger occupancy, for
example: n12=0.13% �Fig. 10�a��. The first-excited state
in the new well has still relatively low occupation: n39
=0.04% �Fig. 10�c��.

B. Rapid transfer

The rapid transfer of atoms to the new minimum starts
around t=5000t0—Fig. 12. The total transfer time is about
1000t0, which is only 10% of the total time of penetration of
the potential minimum.

At t=5500t0 �275 s� the system can be perceived as com-
posed of two coupled macroscopic subsystems: one localized
in the left well �its eigenstates are shown in Figs. 11�a� and
11�c�� and second localized in the right well �Figs. 11�b� and
11�d��. Occupations of both wells are comparable. The
lowest-energy states in each well form two separated con-
densates. The occupations of these condensates are similar:
for the left well it is about n0=16% and for the right well it
is n1=12%.
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FIG. 9. �Color online� Some single-particle orbitals as a
function of position at t=200t0�10s�. The relative occupation of
the states is: �a� n5=0.07% and �b� n25=0.02%. Final barrier height
is 3500e0�490 nK
kB� and final depth of the right well is
−3500e0�490 nK
kB�.
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FIG. 10. �Color online� Some single-particle orbitals as a func-
tion of position at t=3500t0�175s�. The occupation of the eigen-
states is following: �a� n12=0.13%, �b� n14=0.11%, and �c� n39

=0.04%. The new condensate starts to form in the right well. Final
barrier height is 3500e0�490 nK
kB� and final depth of the right
well is −3500e0�490 nK
kB�.
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FIG. 11. �Color online� Some single-particle orbitals as a func-
tion of position at t=5500t0�275s�. The occupation of the eigen-
states is: �a� n0=16.1%, �b� n1=11.92%, �d� n2=9.53%, and �c�
n3=7.43%. Notice two separate condensates in the left and right
well. Final barrier height is 3500e0�490 nK
kB� and final depth of
the right well is −3500e0�490 nK
kB�.
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At the time t=5000t0 when the transfer starts there is
about 10% of atoms localized in the area of the new well.
Only 10% of these atoms occupy the ground state of the right
well and form a “new” condensate. This is the starting point
of a sudden transfer of atoms. Almost all atoms which travel
into the right well feed the condensate, not the thermal cloud
�Fig. 12�. One must notice that the transfer of atoms to the
right well ends at the same time when condensate fraction
reaches maximum in this well �Fig. 12�. Our estimation of a
fraction of condensed atoms in the new well immediately
after the sudden transfer, t=5600t0 �280 s�, gives the value of
about 75%. At time t=6000t0 �300 s� the condensate fraction
diminishes to the value of 40%.

In the classical distillation scenario one would expect that
the atoms which travel into the area of the new well are
thermal and only later their thermalize and the condensate is
formed. In the studied case we see something opposite, an
injection of the condensate from the left to the right well
which resembles the famous fountain effect known from the
liquid-helium experiments �21–24�. This effect is of a quan-
tum character and indicates a kind of a coherent flow of the
condensate. We find this effect as one of the most intriguing
results of our paper. Experimental verification of our predic-
tion of the coherent injection of the condensate to the new
minimum in 1D would be the ultimate test of our model.

C. Reaching equilibrium

The rapid transfer of atoms stops at t=5600t0 �280 s� and
almost all atoms are localized in the new well at this time.
The condensate fraction drops significantly as the system
thermalizes.

After the transfer there are no eigenvectors localized ex-
clusively in the initial left well. The first three eigenvectors
of the density matrix are shown in Figs. 13�a�–13�c� �left

panel�. These are states localized in the area of the true mini-
mum. Occupation of the condensate is about n0=28% of
total number of atoms. The three first states which remain in
old minimum are shown in the right panel of Fig. 13. They
have very small occupations �about 1% each� and moreover,
each of them has a small component located in the right well.
These vectors are still in the transient regime and are slowly
“leaking” into the right well.

Finally at the time t=9900t0 �495 s� most of atoms are
localized in the right well �Fig. 14�a��. The occupation of the
condensate is n0=34%. All eigenstates of non-negligible oc-
cupation are localized in the right well �Figs. 14�b�–14�f��.
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FIG. 12. �Color online� Transfer of the condensate and the ther-
mal cloud. Solid line shows the relative occupation of condensate in
the right well normalized to the fraction of atoms in this well.
Dashed line shows the fraction of atoms in the right well and doted
line shows the relative number of atoms in the left well. Final
barrier height is 3500e0�490 nK
kB� and final depth of the right
well is −3500e0�490 nK
kB�.
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FIG. 13. �Color online� Chosen low-energy eigenstates as a
function of position at t=5600t0�280s�. Occupations of the eigen-
states are: �a� n0=28.2%, �b� n1=13.75%, �c� n2=6.85%, �d� n8

=1.23%, �e� n7=1.47%, and �f� n11=0.93%. Note that three lowest
states of the initial well �right panel� have some fast oscillating
components in the area of the minimum. Final barrier height is
3500e0�490 nK
kB� and final depth of the right well is
−3500e0�490 nK
kB�.
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FIG. 14. �Color online� The atomic density �a� and eigenstates
as a function of position at t=9900t0�495s�. The occupation of the
eigenstates is following: �b� n0=33.85%, �c� n1=17.04%, �d� n2

=6.02%, �e� n3=3.36%, and �f� n4=1.94%. The relative occupation
is normalized to Nat. Final barrier height is 3500e0�490 nK
kB�
and final depth of the right well is −3500e0�490 nK
kB�.
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The small fraction of atoms penetrates the whole trap. The
system is close to the thermal equilibrium.

VI. SUMMARY

In this paper we study the transfer of 1D Bose-Einstein
condensate, initially in the state of a thermal equilibrium, to
a position where a new deeper potential minimum was dy-
namically created. We applied the classical fields method.
We have shown that for studied geometry the distillation
process is of quantum nature. It can be divided into three
stages. First, after modification of the external potential the
system starts to seek for a new equilibrium. Populations of
higher excited states increase. Some thermal atoms of ener-
gies larger than the potential barrier do appear. Only then
they start to penetrate the new minimum. Some of the atoms
are trapped in the new well and then start to migrate down
the energy states in the new well. This way after quite a long
time the ground state of the new well becomes populated. At
some moment population of this state dominates over popu-

lations of other states in the well what triggers a rapid trans-
fer of the condensate to the potential minimum. It is unex-
pected that originally a great majority of atoms which
escaped from the old well do appear in the lowest-energy
state of the new well. It looks like the condensate from old
well is being injected to the ground state of the new well.
Finally, due to thermalization the condensate partially evapo-
rates at the expense of the thermal cloud. This rapid transfer
of atoms resembles the famous fountain effect observed in a
liquid helium 4He. Our results indicate that the studied 1D
distillation process is of a quantum nature. We believe that
the quantum nature of the flow can be verified in the experi-
ment by the detection of the condensate fraction immediately
after the transfer of atoms to the new well.
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