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Finite-temperature vortex dynamics in Bose-Einstein condensates
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We study the dynamics of a vortex in an atomic Bose-condensed gas at finite temperature within the
Zaremba-Nikuni-Griffin formalism. In a harmonically trapped pancake-shaped condensate, an off-centered
vortex is known to decay by spiraling out toward the edge of the condensate. We quantify the dependence of
this decay on temperature, atomic collisions, and thermal cloud rotation. Near the trap center where the density
varies slowly, we show that our numerical results agree with the predictions of the Hall-Vinen phenomeno-
logical friction force model used to describe quantized vorticity in superfluid systems. Our result thus clarifies
the microscopic origin of the friction and provides an ab initio determination of its value.
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I. INTRODUCTION

The dynamics of Bose-Einstein condensates (BEC) at fi-
nite temperature presents an interesting problem in the study
of ultracold Bose gases. In most experiments, such systems
are only partially condensed, with the noncondensed thermal
cloud providing a source of dissipation and leading to damp-
ing of excitations such as collective modes [1-4], solitons
[5], and vortices [6,7]. Several approaches have been devel-
oped to describe these systems, including phenomenological
models [8,9], generalized mean-field treatments [10-15],
number-conserving approaches [16-18], classical field
theory [19-21], and stochastic approaches [22-24], as re-
cently reviewed by two of the authors [25], who give a more
complete list of references (see also [26]). Although the un-
derlying theory is well understood, the implementation of
models which can be actually solved in specific contexts has
proven to be a considerable challenge, with the majority of
treatments to date assuming the thermal cloud to be homo-
geneous and static.

In this paper we use the formalism of Zaremba, Nikuni,
and Griffin (ZNG) [12]. The ZNG theory is a Kinetic ap-
proach in which a generalized Gross-Pitaevskii (GP) equa-
tion for the condensate order parameter is coupled to a Bolt-
zmann equation for the thermal cloud. These equations have
already been solved numerically [27] and applied to the
study of collective modes [28-30], the hydrodynamic regime
[31,32], and the decay of dark solitons [33], demonstrating
good agreement with experiments.

At zero temperature, the collective excitations of a har-
monically trapped condensate with a central vortex can be
determined by solving the Bogoliubov equations [34]. One
particular excitation, the so-called “anomalous” mode, was
subsequently explained to represent the precession of an off-
centered vortex [35]. This mode can also be obtained using a
Lagrangian formalism [35,36] which makes it clear that the
vortex moves with a constant energy on a circular trajectory
of constant radius. At finite temperature the presence of dis-
sipation leads to the vortex minimizing its energy by moving
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toward the surface, where it eventually leaves the condensate
and disappears. This decay has been observed experimentally
[6,7], but the precise theoretical modeling of this process has
proven rather challenging. The primary aim of this paper is
to apply the ZNG model to this problem.

Our approach should be contrasted with earlier work. Dis-
sipation based on the scattering of single-particle excitations
from the mean-field potential at the vortex core was consid-
ered by Fedichev and Shlyapnikov [37] and was subse-
quently extended to treat vortex lattices [38,39]. The problem
of vortex nucleation was then considered by Penckwitt et al.
[40] using an approximation in which the thermal cloud is
treated as static. Schmidt et al. [41] were the first to apply
the classical field method to the problem of vortex decay,
while more recent applications of the method addressed vor-
tex dynamics in quasi-two-dimensional systems [42,43]. Du-
ine et al. [44] considered the dynamics of a straight vortex
line using a closely related method based on a stochastic
Gross-Pitaevskii equation [23] and derived a stochastic equa-
tion of motion for the position of the vortex core; a similar
equation was also used by Sasik et al. [45] to numerically
simulate the motion of an isolated vortex in a uniform box
with periodic boundary conditions. Compared to the litera-
ture cited above, our work represents the microscopic simu-
lations which fully account for the dynamics of an inhomo-
geneous thermal cloud.

Our work, however, also has a second motivation. Al-
though the topic of quantized vorticity in superfluids is inter-
esting per se (as shown by the number of recent vortex ex-
periments in atomic Bose-Einstein condensates), it also has
implications in the subject of quantum turbulence [46]. Cur-
rent work on turbulent superfluid *He and *He-B, for ex-
ample, is concerned with the extent to which turbulence in
these systems differs from that found in ordinary classical
fluids [47-55]. What makes quantum fluids attractive from
the point of view of understanding the principles of turbu-
lence is the existence of various forms of dissipation which
are distinct from ordinary viscosity. At sufficiently low tem-
peratures, kinetic energy can be dissipated into sound waves,
which is phonons [56], via a Kelvin wave cascade [57] or via
vortex reconnections [58]. At higher temperatures, the fric-
tion force [59] between the superfluid and the normal fluid

©2009 The American Physical Society


http://dx.doi.org/10.1103/PhysRevA.79.053615

JACKSON et al.

component can change the nature of the turbulent kinetic
energy cascade. For example, in the classical turbulence sce-
nario [60], the Richardson-Kolmogorov inertial cascade is
limited at large wave numbers where viscous dissipation de-
stroys the small scales, whereas in superfluid *He-B at rela-
tively high temperatures the friction can limit the inertial
cascade at small wave numbers [61].

The mutual friction between a superfluid and a normal
fluid is one of the most intricate issues of superfluidity [62];
in particular, the existence of a transverse force on quantized
vortices parametrized by a dimensionless temperature depen-
dent quantity called «’ has been controversial [63-66].
Studying vortex motion in an atomic BEC at finite tempera-
tures, and interpreting the results from the point of view of
vortex dynamics, allows one to compute the friction force
directly from first principles. However, in order to do this in
a meaningful way for a harmonically trapped, which is inho-
mogeneous BEC, we must restrict our analysis to vortices
close to the center of the trap where the density is nearly
constant. Undertaking such an analysis provides insights into
the important problem of mutual friction which cannot be
obtained as readily with superfluid helium.

This paper is structured as follows. Section II briefly re-
views the ZNG theoretical model and numerical implemen-
tation. Section III presents our main findings on vortex decay
(Sec. IIT'A) and highlights the dependence of the friction
coefficients on system parameters for vortices located ini-
tially near the trap center (Sec. III B). The role of collisions
between the atoms (Sec. III C) and the effect of thermal
cloud rotation (Sec. III D) are also considered. Section IV
presents some concluding remarks and briefly discusses the
implications of our analysis for the motion of vortex lattices.

II. THEORY
A. ZNG formalism

Following Refs. [12,27], the second-quantized field op-

erator (Ap(r,t) can be split into condensate and thermal con-
tributions. Making use of Bose broken symmetry, the full

operator is written as z,@(r,t):‘l’(r,t)ﬂjb(r,t), where W (r,?)
:(z,?r(r,t)) is the condensate wave function (angular brackets

denote an expectation value) and I,Y/(r,t) is the noncondensate
field operator. Starting with the Heisenberg equation of mo-
tion for ¢(r, 1), one eventually arrives at the following pair of
equations:

7 (— i 2+V+ + 27— ’R)\If (1)
1 Py 2 gn, gn—1 s
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Equation (1) is a generalized GP equation for the condensate
wave function W(r,t) and has been obtained in the so-called
“Hartree-Fock-Popov” approximation [10], whereby the
static value of the anomalous average, which is responsible
for certain many-body effects [67-70], is ignored. Equation
(2) is a Boltzmann equation for the thermal cloud phase
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space density f(p,r,t), with thermal energies calculated in
the Hartree-Fock approximation [71]. The condensate den-
sity is defined as n.=|W|?, while the thermal cloud density is
obtained from f by means of the momentum integral n
=[(dp/h®)f. The mean-field interactions between atoms is
parametrized by g=4mh%a/m, where m is the atomic mass
and a is the s-wave scattering length. The thermal atoms
experience an effective potential given by U(r)=V(r)
+2g(n.+m), where V(r):m(wir2+w§zz)/ 2 represents the
external trap.

The terms involving gn, and g in Eq. (1) and VU in Egq.
(2) represent mean-field couplings between atoms in the con-
densate and the thermal cloud. This coupling is a source of
dissipation for the system and gives rise, for example, to
Landau damping of collective modes [72-75]. The ZNG
model also includes “collisional integrals” C,, and Cj,,
which denote binary collisions between noncondensate at-
oms and between condensate and noncondensate atoms, re-
spectively. They are given by

C —ngfd dpd,
22_(277)5h7 PAp3ap 4

XO8p+p,—p3—pg)dle+ e —€3—€)
X[+ NA+fL)fafa= LA+ )0+ f)],  (3)

_ 2
2T w2t
X 8(mv.+p,—p3—ps) S+ €~ €3 - €)
X[8(p —p2) — 8p —p3) — 8p —p4)]
X[+ f)fafa = 1+ f3) (1 +fu)], (4)

where f=f(p,r,1) and f,=f(p;,r,t). In the above expres-
sions, delta functions enforce momentum and energy conser-
vation in the collisions, where e=p?/(2m)+U is the thermal
atom energy (in the Hartree-Fock limit), e,=mv2/2+pu,
is the local condensate energy, with v =A(V*VW¥
—WUVWY*)/(2imn,), and u, is the chemical potential.

The Cj, term [Eq. (4)] involves those collisions between
condensate and thermal atoms which lead to a transfer of
atoms between condensate and thermal cloud. This term is
thus related to the source term —iRW appearing in Eq. (1) via

f dp,dpsdp,

ho( d
R(r.1) = P

g (27Tﬁ)3C12- (5)

If R is positive (negative), there is a net local flux of atoms
out of (into) the condensate.

B. Numerical methods

The methods used for our numerical simulations are dis-
cussed more fully in Ref. [27] and are only briefly reviewed
here.

First, we must generate a suitable initial state for the
simulations which consists of a condensate in equilibrium
with a thermal cloud at temperature 7. The condensate wave
function can be obtained by an imaginary time propagation
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(t——it) of Eq. (1) with R=0. The thermal cloud density 7
=0 1is first set to zero, and an approximate thermal cloud
potential U=V+2gn. is constructed from the self-
consistently determined condensate wave function. This
yields the initial thermal cloud density 7iy(r)=(1/A%)g3,(z),
where A=(27h%/mkgT)"? is the thermal de Broglie wave-
length, z(r)=exp{B[u.— U(r)]} is the local fugacity, and u, is
the condensate chemical potential. This density is then used
in Eq. (1) to obtain an improved condensate wave function
and the procedure is iterated until a self-consistent solution
of both the condensate and thermal cloud densities is ob-
tained. (For more details see [27].)

The vortex state of interest in our simulations can be ob-
tained from this equilibrium state by multiplying the conden-
sate wave function by the phase factor exp[iS(r)], where
S(r)=arctan[ (y—y,)/(x—xp)], which imprints the velocity
field of a straight vortex located at (xy,y,). The GP equation
is then evolved again in imaginary time for a short period
until a fully developed vortex in the condensate is formed
and most short-time-scale transients in the initial configura-
tion (for example, phonon excitations) have damped out.

The state generated in this way is a quasiequilibrium state
containing one vortex whose subsequent dynamical evolu-
tion is of interest. The generalized Gross-Pitaevskii equation
for the condensate wave function (1) can be solved readily in
real time using standard methods [76], in our case a split-
operator fast Fourier transform approach on a three-
dimensional (3D) Cartesian grid. The thermal cloud is de-
scribed by a swarm of classical test particles which move in
an external potential U(r,7) and which can collide with each
other or with the condensate in each time step. The probabili-
ties of particle collisions are chosen so that they correspond
to a Monte Carlo evaluation of the collision integrals in Eqs.
(3) and (4). Together with the Newtonian dynamics of the
test particles, this procedure is equivalent to solving the col-
lisional Boltzmann equation [Eq. (2)]. The C,, probabilities
are then summed according to Eq. (5) to determine R(r,?),
which appears in the GP equation [Eq. (1)]. Since R(r,?) is a
non-Hermitian term, it leads to a change in the normalization
of the wave function, corresponding to condensate growth or
loss, which is accompanied by a compensating removal or
creation of thermal particles. An essential ingredient in the
simulations is the evaluation of the thermal cloud density
n(r,t), which appears in both Egs. (1) and (2) (through the
effective potential U). This is achieved by appropriately bin-
ning the thermal particles and then convolving the binned
distribution with a Gaussian in order to obtain a smoothly
varying density.

III. RESULTS

We start our analysis by investigating the dynamics of a
single vortex in a pancake-shaped condensate with N=10*
87R13 atoms with trap frequencies w; =27X 129 Hz and w,
=\V8w,. This geometry has the advantage that the extent of
the condensate in the axial direction is much smaller than in
the radial, so that the vortex remains relatively straight
throughout its motion. This simplifies the analysis consider-
ably, as the vortex dynamics can be characterized by just its
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FIG. 1. (Color online) Three-dimensional density isosurface
showing an off-centered vortex in a pancake-shaped condensate.

x and y coordinates. For the chosen parameters, the (ideal
gas) critical temperature is 7.=177 nK.

A. Vortex decay

We consider an off-centered vortex which is initially
located relatively close to the center; for example, follow-
ing the initial preparation phase, the vortex is centered at
x,(0)=1.3a,, y,(0)=0, as illustrated in Fig. 1, where a
=vh/mw, is the harmonic oscillator length in the radial di-
rection. The subsequent vortex position r,(¢)=(x,(z),y,(7)) is
tracked by finding the local minimum of the vortex core
density in the z=0 plane by means of a quadratic interpola-
tion between grid points. This procedure breaks down when
the vortex enters the very low density region at the edge of
the condensate [typically at distances =3x, (0) for the tem-
perature range considered below], so no results are shown
when this happens. This condition can be taken as the point
at which the vortex “disappears” from the condensate and
would correspond in the experimental context to the density
contrast of the vortex being below the detection limit. Since
the initialization process induces a center-of-mass motion of
the condensate, throughout this paper we only discuss the
vortex position relative to the center-of-mass position, as this
represents the most interesting vortex dynamics.

Simulations of the GP equation for T=0 reveal that the
vortex precesses in a circular path around the condensate,
following a trajectory of constant energy as would be ex-
pected for a nondissipative system. This well-known preces-
sional behavior can be understood as arising from the non-
uniform density of the condensate, which means that the
energy of the vortex is a function of its radial position. Hence
there is an effective Magnus force, proportional to the gradi-
ent of the energy and directed radially, which in turn induces
the azimuthal vortex motion [77]. This can be described
quantitatively by means of a time-dependent variational
method [35,36,78]. In addition to the motion described
above, the acceleration experienced by the vortex in its cir-
cular trajectory can, in principle, lead to the emission of
sound waves. However, for the harmonic confinement being
considered, any emission of sound waves is followed by re-
absorption, and no net dissipation occurs. There is neverthe-
less some modulation of the vortex trajectory arising from
the dynamical interaction between the vortex and sound
waves [79].
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FIG. 2. (Color online) Position of the vortex (x,,y,) (in units of
a,=Vh/me,) as it spirals out of the condensate at T=0.5T, (top
left, blue), T=0.6T. (top right, red), and T=0.7T,. (bottom left,
green) for a vortex initially located at (1.3a,,0). At the bottom
right, the radial position 7, of the vortex is plotted versus w ¢ for
each temperature. The trap parameters are w,; =27 X 129 Hz and
w,/w, = \@, with N=10* ¥Rb atoms.

In contrast to this dissipationless motion at 7=0, the vor-
tex can lose energy at finite temperatures due its interaction
with the thermal component, and as a result, it moves out-
ward radially toward the condensate edge. The resulting spi-
ral trajectory is illustrated in Fig. 2 for temperatures T
=0.5T,, T=0.6T,, and T=0.7T,. The bottom-right part of Fig.
2 shows the outward relaxation of the radial position r,
=|rv|=vx5+ ylzj as a function of time for the three tempera-
tures. The figure demonstrates, as one would expect, that the
relaxation rate increases with temperature; in order to mini-
mize the effects of the inhomogeneous density, we analyze in
the following the short-time behavior of these curves.

As well as monitoring the vortex position, it is instructive
to examine the evolution of the density distributions them-
selves during the simulation. The top panel in Fig. 3 shows
the condensate density cross section at z=0 for various times
and for a temperature of T=0.7T,. The vortex core (dark) in
the condensate images is observed to precess in a circle;
approximately one period of this precessional motion is
shown. The bottom panel in Fig. 3 shows the thermal cloud
density. As this is much smaller than the condensate density,
a different color scale is used here for clarity but with red
still indicating high densities. The ring of high density at the
edge of the condensate is due to the fact the effective poten-
tial U(r,r) has a minimum in this region. In addition, the
thermal cloud density has a peak at the position of the vortex
core. The low condensate density in the core of the vortex
reduces the mean-field repulsion experienced by the thermal
atoms and as a result, the thermal atoms tend to “fill in” the
vortex core. It is interesting to note that this peak in the
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FIG. 3. (Color online) Density cross sections of the condensate
(top row) and thermal cloud (bottom row) at z=0 for 7=0.7T, and
at the times (a) w =6, (b) 12, (c) 18, and (d) 24. The colors range
from brown or red (high density) to dark blue (low density), with
different scales for the condensate and thermal cloud densities.

thermal cloud density tends to follow the core as it precesses
and spirals out. Furthermore, the sense of precession is the
same as for the pure condensate in the 7=0 limit. This be-
havior is in contrast to what is found [80] when the dynamics
of the thermal cloud is not taken into account self-
consistently as in the present work. In the Hartree-Fock-
Popov-Bogoliubov approximation [80], the static thermal
cloud density effectively provides a pinning potential [81],
and as a result, the lowest m=—1 excitation frequency has a
sign opposite to that found at 7=0. This leads to the opposite
sense of precession of the vortex core. It is thus clear that the
fully self-consistent dynamics of the thermal cloud is essen-
tial if the observed sense of precession [82] is to be repro-
duced.

Close to the trap center, we find that the radial position of
a vortex exhibits a near-exponential growth in time. This is
evident from the inset of Fig. 4, which plots the time evolu-
tion of r, on a logarithmic-linear scale for T7=0.5T, (rather
than on a linear-linear scale as in Fig. 2). The inset shows
that r, departs from the exponential behavior only at later
times when the vortex approaches the edge of the conden-
sate; similar behavior is found for the other temperatures. To
quantify the relaxation near the trap center we thus fit r,(¢) to
the function r,()=ry exp(y?) in the time interval 0=r=350

0.015
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= 10 200 400 g
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FIG. 4. (Inset) Ln-log plot of the vortex radial position as a
function of time for 7=0.5T, (solid line). The dashed line is an
exponential fit, r,(f)=rpe”, to the data over 0 < w, +=50. The main
figure plots the resulting values of vy for an initial vortex position of
ro==1.3 (solid circles) and ry=0.65 (open circles). For comparison,
the solid and dashed lines plot the results of FS [37] and DLS [44],
respectively.
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when the exponential behavior remains valid for all tempera-
tures under consideration. The resulting values of 7y are plot-
ted in the main panel of Fig. 4 with the black circles.

It is important to note that, although deviations from an
exponential behavior appear at longer times, the decay rates
extracted from the simulations depend only weakly on the
initial position of the vortex. In Fig. 4 we show the effect of
halving the initial radial vortex displacement from the origin
from ro=1.3a, to 0.65a,. We observe that the decay rates
are slightly smaller when the vortex starts from a position
closer to the center of the condensate. This can easily be
explained in terms of the smaller thermal cloud density
closer to the trap center where the condensate density is a
maximum. (Recall that the condensate gives rise to a repul-
sive mean-field potential acting on the thermal cloud.) Since
the vortex is initially moving through a lower thermal cloud
density in the ry=0.65a, case, one would expect the decay
rate to be slightly smaller. This effect is of course weak near
the trap center where the condensate density is approxi-
mately constant. However, a position-dependent relaxation
rate 7y is in general to be expected and, in fact, becomes
particularly evident at later times (inset of Fig. 4) when the
vortex nears the edge of the condensate where the thermal
cloud density has a maximum (see Fig. 3).

It is of interest to compare our results to existing analyti-
cal predictions obtained by Fedichev and Shlyapnikov (FS)
[37], and Duine, Leurs, and Stoof (DLS) [44]. Both FS and
DLS actually quote the time scale 7 for the decay of a vortex
from position rp;, t0 .. but this can be converted to a
decay rate using 7="y"! In(ry,/ Fin)- In both of these works
the decay of the vortex is found to be exponential, with a rate
v T but with different proportionality coefficients due to the
different approximations made in the two theories (see below
for the role of the noise term in the DLS analysis). These
rates are displayed in Fig. 4 by solid (FS) and dashed (DLS)
lines. It is apparent that the rates found by FS are comparable
to ours at the lower temperatures but differ significantly at
higher T due to the stronger (approximately quadratic) tem-
perature dependence found in our simulations.

FS assumed a uniform condensate in a cylindrical con-
tainer and modeled the decay solely as the result of mean-
field interactions. The DLS study, on the other hand, includes
the important C, collisional coupling between the conden-
sate and thermal cloud. With the aim of obtaining analytical
results, they approximate the condensate density profile by a
Gaussian which is reasonably accurate for the most relevant
region near the center of the trap [83]. In this regard, it
should be noted that such an approximation has been shown
to produce correct results for the frequencies of collective
modes even for Thomas-Fermi condensates [84]. Our present
simulations, which include both mean-field and collisional
coupling mechanisms, enable us to assess their relative im-
portance, which will be discussed in Sec. III C. More impor-
tantly, our simulations differ from the other approaches men-
tioned in that they are actually performed for a dynamical
thermal cloud, with both the condensate and thermal cloud
densities determined self-consistently during the simulations.

For completeness, we should however make two addi-
tional remarks regarding the DLS approach. First, in their
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preceding work, Duine and Stoof [84] argued that enhanced
damping of collective modes at higher temperatures could be
related to the position dependence of the self-energy (and
hence of the damping term —iRWY), which was ignored in
their analytical treatment based on a volume average over the
size of the condensate. In the present context, this could
partly account [85] for a deviation of the computed damping
rate y/w, at higher temperatures from the linear behavior
seen in Fig. 4. Although such simulations have not been
performed to date, the resulting corrections are likely to be
smaller than the observed disagreement, whose origin we
believe lies primarily in the dynamics of the thermal cloud.

On the other hand, the DLS analysis is actually more
general than ours in that it contains an additional noise term
in the equation of motion of the vortex. This provides sto-
chastic “kicks” to the vortex and the ensuing Brownian mo-
tion allows for the migration of a vortex away from the cen-
ter of the trap. Were it is not for the noise, a centered vortex
would have an infinite lifetime. This would be the case in an
exact application of the ZNG theory. However, its numerical
implementation in terms of discrete test particles does intro-
duce statistical fluctuations in the thermal cloud density
which plays the role of noise. Thus we indeed find in simu-
lations of a centered vortex a finite, albeit long, lifetime
[w, 7=1000 for the relatively high temperature of 7=0.7T,
as compared to w, 7= 120 for r,(0) = 1.3a ]. This long life-
time, however, should not be taken seriously since it depends
on the actual number of test particles used in the simulations.
The simulation nevertheless makes clear that this “numerical
noise” is of secondary importance at larger radii where the
direct coupling to the thermal cloud is the dominant dissipa-
tive effect. Although it is something to be checked, it is un-
likely that the stochastic term makes a significant contribu-
tion to the spiraling out of a vortex when it is located far
from the trap center.

Finally, it is worth remarking that our computed decay
rates (from approximately 0.5 to 3 s~ in the range 7/T.
=0.4-0.6) are in order-of-magnitude agreement with the de-
cay rates observed for a vortex lattice [7] (approximately
0.3-3 s~! over the same relative range).

B. Friction coefficients

In order to further understand the origin of this exponen-
tial decay, it is instructive to consider the two-fluid hydrody-
namics model used to describe superfluid liquid helium [86].
In this context, dissipation arises from the interaction be-
tween the quantized vortices and the thermal excitations
(phonons and rotons) which form the normal fluid [59,87].
Since the radius of the superfluid vortex core is much smaller
than the typical separation between vortices or any other
length scale of interest in the flow, the vortex is described in
parametric form as a three-dimensional space curve s
=s(¢&,1), where ¢ is the arc length. The resulting equation of
motion [88] is

ds ,
—=v,+Vv,+as" X (v,—-v,-V,)
dt )

—a's' X[s' X (v,=v,=v)], (6)
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where s’ =ds/d¢ is the unit tangent along the vortex at the
position s, v, is any imposed superfluid velocity, v, is the
normal fluid velocity, and v; is the self-induced velocity of
the vortex arising from its own curvature, the presence of
other vortices, and any inhomogeneity of the fluid. The first
two terms on the right-hand side of Eq. (6) state that at T
=0 the vortex is advected by the local superflow v +v;. The
remaining two terms reflect the fact that, at nonzero 7, the
normal fluid streaming past the vortex core exerts a force per
unit length whose intensity is controlled by the temperature-
dependent friction coefficients & and o’ [59,89,90].

In turbulent helium, the friction coefficients « and ' play
a key role because they account for the mutual friction be-
tween the superfluid and the normal fluid and control the
transfer of energy between the two fluids at various length
scales and hence the nature of the inertial range cascade
[48,91]. The first coefficient, a, describes dissipative effects
and leads, for example, to the shrinking [59] of a vortex ring
or the damping of a Kelvin wave [92]. In the case of rotating
helium, « determines the attenuation of second sound waves,
so it allows the experimentalist to determine the density of
vortex lines [93]. The second coefficient, «’, is not dissipa-
tive and, in rotating helium, splits a second sound resonance
(besides the classical rotational splitting) in a suitably de-
signed cavity [94]. It has been argued [95,96] that the ratio of
inertial and dissipative forces, which is called the Reynolds
number in the case of ordinary turbulence [60], is simply
a/(1-a’) in the case of quantum turbulence.

In our case of a pancake-shaped condensate the vortex
line remains approximately straight and we can therefore re-
place s by the vortex position r,, while s’=Z. Both the con-
densate and thermal cloud are stationary, and so v,=v,=0.
This just leaves v,, which in this case corresponds to the
azimuthal vortex motion induced by the inhomogeneity of
the condensate at T=0 (hence, v,=v,;¢). Rewriting Eq. (6) in
cylindrical polar coordinates gives for the azimuthal compo-
nent

0, =(1-a)2, (7)

v

where w,= ¢, is the vortex precession frequency at finite T
and the dot denotes a time derivative.

To a first approximation we ignore the mutual friction
coefficient &’. We then find w,=v,/r, and thus obtain for the
radial component

dr,

d—; = aw,r,. (8)
If a and w, are constant, then one simply recovers the expo-
nential behavior discussed in Sec. III A, with y=aw,.

In actual fact, @ and w, would not be expected to be
constant during the course of the vortex decay. The conden-
sate and thermal cloud are both nonuniform (implying a de-
pendence of a on position), while w, is only constant near
the center and increases as the vortex approaches the edge
[77]. This latter effect is illustrated in Fig. 5.

However, as shown in the inset of Fig. 4, Eq. (8) is a good
approximation for a significant part of the evolution: the ex-
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FIG. 5. (Color online) Precession angular frequency of the vor-
tex, w,, in units of the radial trap frequency w,, as a function of the
radial position of the vortex, for 7/T,=0.5 and N=10* Results for
two different initial vortex offset positions, ry=0.65a, (squares)
and ro=1.3a, (circles), are illustrated. Note that near the center of
the condensate w, changes little, but near the edge it changes
rapidly.

ponential fit is a reasonable approximation up to a value of r,
that is twice the initial value. Thus, by restricting our analy-
sis to vortices with small offsets from the trap center (r
<R, where R | is the spatial extent of the condensate in the
radial direction for a particular temperature), the value of the
friction that we deduce is largely independent of the nonuni-
formity of the density of the condensate.

Values of a=vy/w, can therefore be estimated from 7 in
Fig. 4. The other necessary ingredient is w,, which can be
calculated as a function of time using w,=x,y,—y,X,, where
the time derivatives are calculated numerically using central
differences. Due to errors in locating the vortex position,
there are large fluctuations in the calculated w,. To eliminate
these fluctuations, we thus average results over two to three
orbits of the vortex, corresponding to times 0<w t<<50.
The resulting mean values are plotted in Fig. 6(a). These
mean values are then used to calculate the values of « pre-

. 05 (a) [ ]
3 0.4 .
>
2 03 e« o o o °® *
0.2
0.03 (b) °
= 0.02 °
0.01 e °*
oL_e ¢ * °
0 0.2 0.4 0.6 0.8

T/T
c

FIG. 6. (a) Precession angular frequency of the vortex, w,, in
units of the radial trap frequency w, as a function of reduced tem-
perature T/T,. (b) Friction coefficient a as a function of T/T, for a
pancake trap geometry. The trap parameters are the same as in
Fig. 2.
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FIG. 7. (a) Decay rate y and (b) precession frequency w,, as a
function of total number of atoms N, for a temperature 7/7,.=0.5
and a pancake trap geometry.

sented in Fig. 6(b). The observed increase in « with rising T
is similar to the behavior observed in liquid *He [90] and
“He [59,89].

Let us now investigate the role of the &’ coefficient in Eq.
(6). Experiments in liquid helium show a small effect, and
there has been some controversy in the literature about this
transverse component of the friction force [63—66]. This is-
sue can be addressed within our simulations by comparing
the “dynamic” thermal cloud frequency w, to a static value
w found using a GP simulation in which the dynamics of
the thermal cloud is ignored, that is, it retains its initial equi-
librium form (in the absence of the vortex) for all times. In
this static thermal cloud approximation, the thermal cloud
exerts a time-independent mean-field potential on the con-
densate which modifies slightly the condensate density pro-
file in the radial direction. This effect can be identified with
the v;/r, term in Eq. (7), giving the simple relation a’=(1
—w,/ wg). We find that , and w are equal to within 2—3 %,
showing that the changes observed in w, in Fig. 6 are almost
entirely due to the effects of the static thermal cloud potential
on the condensate density profile and not to “real” dynamical
effects associated with the time evolution of the thermal
cloud density. The errors in measuring the vortex precession
frequency are such that we cannot confidently extract a value
for o' although our simulations indicate that |a'|<0.02
throughout the measured temperature range 0<7/7,<<0.8.
This agrees with recent results of Berloff and Youd [97] ob-
tained by means of classical field theory.

We also explore the dependence of these parameters on
the total number of atoms, N. Figure 7 shows results for N
between 10* and 10° and a fixed value of 7=0.5 T.. The
decay rate v, plotted in Fig. 7(a), decreases by about a factor
of 2 over this range of N. The vortex precession frequency
shown in Fig. 7(b) also has a decreasing trend, in agreement
with what one would expect from GP solutions. These de-
creasing trends approximately cancel when calculating «
=vy/w,, leading to values of « in the range of 0.8
X 1072-1072 with no clear dependence on N.

C. Collisionless simulations

In general, damping in the ZNG formalism arises from the
coupling of the condensate to the thermal cloud by means of
mean-field interactions and C|, collisions. In order to explore
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FIG. 8. Radial position of the vortex vs time for 7=0.67. The
black line is the result with collisions, while the gray line is the
result of a collisionless simulation as discussed in the text.

the relative importance of these two contributions, we have
performed simulations where collisions are not present, so
C,,=C»=0 in Eq. (2), and the only source of dissipation is
mean-field coupling. Physically, this dissipation is a form of
Landau damping whereby the motion of the vortex core
through the thermal cloud generates thermal excitations [75].
In Fig. 8 the radial position for the collisionless simulation at
T=0.6T, is shown as the gray line and compared to the col-
lisional result in black. Without collisions one obtains a
much slower decay, highlighting the crucial role of colli-
sional damping in the simulations, a conclusion which has
been numerically verified over a broad range of tempera-
tures. The near linear variation in r,, with time seen in Fig. 8
indicates that an exponential function would be a poor fit to
the data in this case.

D. Rotating thermal clouds

We also consider the case where, instead of being station-
ary initially, the thermal cloud undergoes solid-body rotation
around the z axis with angular frequency . The thermal

cloud velocity at the vortex core is then v,=Qr,®. Hence
04 >0 represents rotation in the same sense as the vortex
precession, while ), <0 corresponds to rotation in the op-
posite sense. Using Eq. (6) then yields

U; ,
w,=(1-a)—+a'Qy 9)
rU
and
ry= roe@v= (10)

For simulations involving a rotating thermal cloud, we
start with the equilibrium condensate and thermal cloud dis-
tributions evaluated at 7=0.7T, and ), =0. A rigid-body ro-
tation of the thermal cloud is then imposed by adding v,
=07, to each atom’s velocity. It should be noted that the
thermal cloud will now no longer be in “equilibrium” since
there is a centrifugal effect which tends to expand the cloud.
This initial outward expansion leads to an oscillation in the
radial direction and, since angular momentum is conserved, a
corresponding oscillation of the cloud’s angular velocity.

The vortex decay curves are plotted in Fig. 9 for different
0y, and show that the decay rate increases for rotations op-
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FIG. 9. (Color online) Time evolution of vortex radial position
for T=0.7T. and a rotating thermal cloud. The different curves rep-
resent varying thermal cloud rotation rates, with Q4=-0.2 (black,
top), 0y, =0 (red), Q;,=0.2 (green), and Q,=0.37 (blue, bottom).

posite to the vortex precession direction but decreases as the
rotation rate is increased in the same direction. This is con-
sistent with the expected behavior from Eq. (10). To study
the problem more quantitatively, we again fit exponentials of
the form ae” to the decay curves over 0=w, t=50. The
values of b for the different (), are plotted in Fig. 10. The
straight line, b=a(w,—Qy)=pY1-Qu/ w,), is the expected
result from Eq. (10), where @ and w, are taken from the
results of the ;=0 simulations found earlier. Our results
are in quite good agreement with this behavior, although
some small discrepancies are apparent. These could be due to
the oscillations in (), noted earlier, whereas Eq. (10) as-
sumes that (), is strictly time independent throughout the
precessional motion of the vortex.

IV. CONCLUSIONS

In summary, we have studied the finite temperature dy-
namics of a single vortex in a partially condensed ultracold

0.015

0.01

0.005]

FIG. 10. Values of the decay rate b for different rotation rates of
the thermal cloud, Q. The solid line plots the function b= (1
-Qu/w,) (where y and w, are the decay rate and the precession
angular velocity, respectively, for a nonrotating thermal cloud),
which is the expected dependence from Eq. (10).
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FIG. 11. (Color online). Vortex lattice decay at T=0.7T,. The
top row shows the time evolution (left to right) of a lattice with a
vortex initially at the center; the bottom row shows the evolution of
a lattice with the same number of vortices but having a ring
configuration.

Bose gas. Our methodology and detailed simulations provide
several advantages over previous studies. First, our simula-
tions include the full effects of the trapping potential through
the self-consistent determination of condensate and thermal
cloud in the initial state. This results in a more realistic
model as compared to those using the approximation of uni-
form densities [37,40,44]. The inclusion of nonuniform den-
sities accounts more realistically for both the dynamics of the
vortex and the positional dependence of the dissipation. Sec-
ond, our model includes both mean-field [37] and collisional
[44] dampings and allows us to compare the relative impor-
tance of the two mechanisms. Third, the thermal cloud is not
assumed to be static as in earlier treatments [80] but is
treated dynamically on the same footing as the condensate.
In addition, our approach allows us to determine the effect
on the damping rate of a thermal cloud moving relative to the
condensate as, for example, when undergoing a rigid-body
rotation.

A comparison of our results with those of other studies
revealed some significant differences particularly with regard
to the temperature dependence of the vortex relaxation rate.
Furthermore, by analyzing the motion of the vortex near the
trap center where the density is nearly constant, we were able
to extract the mutual friction coefficients which appear in
phenomenological vortex dynamics equations. Our simula-
tions provide the ab initio determination of these coefficients
in the context of a trapped Bose gas. In addition, the simu-
lations provide some justification for the validity of the phe-
nomenological equations themselves.

Our approach can also be extended to study the role of
a dynamical thermal cloud on vortex lattice dynamics
[98-100], thereby complementing and extending existing
work [38-40,80,101-104]. To illustrate this possibility, we
conclude by briefly reporting on some preliminary results for
the decay of vortex lattices. We consider the evolution of two
different vortex lattice configurations shown in Fig. 11. Both
vortex arrays initially contain seven vortices (left images),
however they differ in the way the vortices are arranged. The
first array (top images) consists of one vortex at the center of
the condensate and a ring of six vortices around it, whereas
the second array (bottom) consists of a ring of seven vortices
with no central vortex. These arrays rotate in the laboratory
frame, and at finite temperatures, the effects of dissipation
lead to the gradual one-by-one disappearance of the off-
centered vortices. For simulations performed at 7=0.7T., we
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find that the array with all vortices arranged in a ring decays
faster: after the first six vortices have decayed, the system is
left with a single off-center vortex which moves relatively
rapidly to the edge and disappears. This whole evolution
occurs on a time scale w | #=150. The decay rate in the simu-
lations is in order-of-magnitude agreement with measure-
ments performed on a bigger lattice [7] when the results for
the latter are extrapolated to our value of 7/7,.

In contrast to this, the lattice with the central vortex
reaches a point where a single metastable central vortex re-
mains after the other six have been shed. This vortex also
eventually decays, but our simulations suggest that the decay
occurs on a much longer time scale. Some numerical experi-
ments we have performed for configurations with no initial
central vortex have exhibited a similar metastable behavior.
If, during the initial part of the evolution (in which the vor-
tices move irregularly), a vortex ends up sufficiently close to
the center, it can become ‘“‘stuck’ near the center while the
other vortices are shed. These observations are in agreement
with reports [105] that the decay time of the last vortex is
much longer than that of the initial vortex array.

PHYSICAL REVIEW A 79, 053615 (2009)

We stress, however, that a more accurate treatment of the
evolution of a metastable central vortex requires the explicit
inclusion of stochastic noise to provide a kick, as discussed
in [44,45]. Such a term was included in a recent discussion
[104], however the thermal cloud was still treated as static. A
combination of the stochastic Gross-Pitaevskii equation and
the quantum Boltzmann equation may thus be needed to pro-
vide a more complete description of this particular situation.
However, we expect that most other cases can be modeled
extremely well by the Zaremba-Nikuni-Griffin approach. In
particular, it would of interest to see if more detailed calcu-
lations of vortex lattice decay would be consistent with ex-
perimental observations [7]. Other applications might in-
clude the study of vortex lattice excitations (Tkachenko
modes) [106] and the dynamics of bent vortices in elongated
condensates [6].
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