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In this paper, the K-shell ionization cross sections of Si element in the threshold energy region of 3-25 keV
have been measured by using the thick-target method. With the Monte Carlo simulations, the effects of
multiple scattering of incident electrons and from the bremsstrahlung photons and other secondary particles in
the thick-target method have been discussed. The detection efficiency calibration in the lower-energy region
has been performed by using the bremsstrahlung spectra of thick carbon target by electron impact in combi-
nation with the use of standard x-ray sources, and the detector thickness parameters have also been determined
by a nonlinear least-squares fit. The ill-posed inverse problem involved in the thick-target method has been
dealt with by the Tikhonov regularization method. The experimental K-shell ionization cross sections for Si
element obtained in this paper have also been compared with some theoretical models, and it has been
observed that the experimental data in this paper are in good agreement with the theoretical values based on the
distorted-wave Born approximation model developed most recently.
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I. INTRODUCTION

Atomic inner-shell ionization cross sections by electron or
positron are very important not only for better understanding
electron or positron-atom interactions but also for a lot of
applications in radiation physics, astrophysics, plasma phys-
ics, and electron or positron-matter interaction modeling, as
well as in quantitative analysis (i.e., electron probe mi-
croanalysis, Auger electron spectroscopy, and electron en-
ergy loss spectroscopy) [1-5]. Especially, the atomic K-shell
ionization cross sections by electron impact are recently
needed in the studies of relativistic laser-matter interactions
[6-8]. The atomic inner-shell ionization cross sections by
electron impact have been measured for many years. In
2000, the experimental data available up to December 1999
for K-shell ionization by electron impact were compiled by
our group [9]. In recent years, some groups have performed
the measurements of atomic inner-shell ionization cross sec-
tions by electron impact [10-16], but, on the whole, the ex-
perimental information for atomic inner-shell ionization is
still fairly limited [17]. For most elements, the experimental
data for K-shell ionization are reported at a few electron
incident energies and the experimental accuracies still need
to be improved. For L-shell ionization, the experimental data
are much less abundant although in recent years the measure-
ments for L-shell ionization are increasing. For M shell, only
very few experimental data have been reported [17]. Com-
paring with the experimental data of atomic inner-shell ion-
ization by electron impact, the experimental data for positron
impact are very scarce [3,4,18,19]. Therefore, more experi-
mental data measured accurately for atomic inner-shell ion-
ization by electron or positron impact are still largely needed.

Up to now, a number of theoretical model for atomic
inner-shell ionization by electron or positron impact have
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been proposed based on various treatments of incident and
outgoing wave functions, atomic structure and treatments of
relativistic Coulomb and exchange effects, and so on. The
early theoretical models have been reviewed by Powell [1,2].
Since then, the theoretical studies for atomic inner-shell ion-
ization by electron and positron impact have been made great
progress. For example, based on the plane-wave Born ap-
proximation (PWBA), Hippler [20] proposed a PWBA-C-Ex
model which incorporated the exchange, Coulomb, and rela-
tivistic corrections and included the transverse interaction of
virtual photons with atoms; Rez [21] reported the calcula-
tions for K, L, and M shells. Moreover, Kim and co-workers
[22,23] extended the binary-encounter-dipole model to rela-
tivistic incident electron energies for calculating the K-shell
ionization cross sections by electron impact; Uddin et al.
[24,25] also employed the modified version of the improved
binary-encounter-dipole model, which incorporated the ionic
and relativistic effects, to calculate the K-shell ionization
cross sections by electron impact. Within the framework of
nonrelativistic perturbation theory, which takes into account
the one-photon exchange, Mikhailov et al. [26,27] deduced
the universal scaling behavior for K-shell ionization cross
sections by electron and positron impact. Especially, most
recently, Segui er al. [28] and Colgan et al. [29] developed a
distorted-wave Born approximation (DWBA) to calculate the
atomic inner-shell ionization cross sections by electron and
positron impact, which consistently accounts for the effects
of both exchange and distortion. By combining the relativis-
tic PWBA with the semirelativistic DWBA, a model has
been proposed very recently by Bote and Salvat [30], which
enables theoretical calculations for atomic inner-shell ioniza-
tion by electron and positron impact to be carried out up to
arbitrarily high energies. Besides the theoretical models de-
scribed above, a lot of empirical and semiempirical formulas
have also been proposed for being easily used in the algo-
rithms developed for the microanalysis and in some other
applications [1,2]. In recent years, some new empirical and
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semiempirical formulas were also developed [31-35].
Among them, the empirical formulas of Casnati et al. [31]
and Hombourger [32] are now widely used.

Most of experimental data for atomic inner-shell ioniza-
tion by electron and positron impact are measured by using
thin self-supporting samples or thin samples deposited on
very thin substrates [9]. But, the preparations of thin self-
supporting samples or thin samples deposited on very thin
substrates are not easy [36]. In recent years, we developed a
so-called thin sample on thick-substrate method to circum-
vent the difficulties of preparing thin self-supporting samples
or thin samples on very thin substrates [13—15]. In this
method, we take into account the effect of multiple scattering
of incident electrons through thin samples, the effect of back-
scattering of incident electrons from substrates, and the ef-
fect of bremsstrahlung photons produced by incident elec-
trons bombarding thick substrates [11,15]. In the meantime,
the thickness values of the thin samples in all thin-sample
methods have to be measured accurately to ensure the ex-
perimental accuracy [11,37]. A few techniques can be uti-
lized to determine the thin-sample thickness, such as Ruth-
erford backscattering spectrometry [11,37,38], but the
thickness determination of thin sample is often one of the
main error sources in the experiments. Therefore, most re-
cently, we exploited a so-called thick-target method, in
which both the preparation of thin sample and its thickness
determination are not involved [39]. In our studies for the
thick-target method, by using the Monte Carlo simulations,
we discussed the effects of multiple scattering of incident
electrons, bremsstrahlung photons, and other secondary par-
ticles [39], as well as the effect of target surface roughness
[40]. Moreover, we also adopted the Tikhonov regularization
and the classical molecular dynamics to successfully treat the
ill-posed inverse problems involved in the thick-target
method [41]. Tt has been concluded that the thick-target
method can be reliably used in the measurements for atomic
inner-shell ionization cross sections near the threshold en-
ergy region [41]. In the present paper, the thick-target
method will be used to measure the atomic inner-shell ion-
ization cross sections by electron impact.

As mentioned before, the DWBA theories, most recently
developed by Segui ef al. [28] and Colgan et al. [29], for
calculating the atomic inner-shell ionization cross sections
by electron and positron impact, can consistently account for
the effects of both exchange and distortion. At present, the
theoretical predictions based on the DWBA theories devel-
oped by Segui et al. [28] and Colgan et al. [29] are, on the
whole, in very good agreement with the experimental data.
But, these comparisons mainly focused on the L-shell experi-
mental data for higher- and lower-Z elements and on the
K-shell experimental data for medium-Z elements near the
threshold energy region [15,28-30]. Therefore, in this paper,
we will measure the atomic K-shell ionization cross sections
by electron impact for a lower-Z element, i.e., Si element, by
using the thick-target method, and compare the measured
data for Si element with some theoretical values. The other
reason for selecting Si element is that the measured K-shell
ionization cross sections for Si element near the threshold
energy region were available at only a few incident energies
in a narrower energy region [9].
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This paper is organized as follows. Section II introduces
the thick-target method and discusses the effects of multiple
scattering of incident electrons, bremsstrahlung photons, and
other secondary particles for Si thick target by using the
Monte Carlo simulations. Moreover, in Sec. II the detection
efficiency calibration based on the thick carbon target brems-
strahlung spectrum is also introduced. In Sec. III, the experi-
mental results for the K-shell ionization cross sections of Si
element by the thick-target method and some discussions are
presented. The conclusions are given in Sec. IV.

II. METHODS
A. Thick-target method

As stated in [39], if we ignore the multiple scattering of
incident electrons, i.e., the incident electrons are assumed to
move straight in the thick sample, and, moreover, ignore the
contributions from the bremsstrahlung photons and other
secondary particles, the characteristic x-ray yield Ny for
atomic inner-shell ionization induced by incident electrons in
a thick sample can be given as follows [39]:

Ny(E,) N, Q (Fo
x( ()):_A_sf olE)
IO A 47T 0
« cos a [Fo dE* \ dE (1)
X - .
P\ eos B, S(E") | S(B)

Here E, is the incident energy, [, is the number of incident
electrons, N, is the Avogadro constant, A is the atomic mass
number, ()e/47r is the detection efficiency, oy is the charac-
teristic x-ray production cross section, wy is the mass attenu-
ation coefficient for characteristic x ray inside the sample,
S(E)=(-1/p)(dE/dX) is the mass stopping power, « is the
incident angle, i.e., the angle between the incident direction
and the target normal, and 3 is the angle between the x-ray
detector direction and the target normal.

Equation (1) is a Fredholm integral equation of first kind
and its solution is typically an ill-posed inverse problem
[42,43], i.e., the solution, oy, is very sensitive to the pertur-
bation of Ny(E;)/I,, which is inevitable because of the ex-
perimental statistics. Therefore, in [41], by using the
Tikhonov regularization and the classical molecular dynam-
ics, we have satisfactorily dealt with this ill-posed inverse
problem. In this paper, we will use the Tikhonov regulariza-
tion method in data processing. Here, we give a brief de-
scription for the Tikhonov regularization method [41], which
is the most common and well-known form of regularization
and widely used in many applications for dealing with ill-
posed inverse problems. We can rewrite Eq. (1) as follows:

Eo
N(Ey) = f ox(E)K(E,Ey)dE, (2)
0
where
_ Nx(Ey)
NE) =S G)

and when E<E|,
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EO dE*
cos BJy S(EY)

COS o

)/S(E),
(4)

and when E>E,, K(E,E,)=0. If we have n experimental
data at incident energies E,, ..., E,, the solutions for ay(E)
in Eq. (2) obtained with the Tikhonov regularization method
are defined as the function oﬁ‘((E) which minimizes the fol-
lowing quantity:

Ny Q
K(E,E;) = e o

" E, 2
V(x)=E;(N(Eo,~)— f ox(E)K(E,Em)dE) + N|Layl,-
0

i=1 Yi
(5)

Here, o are the errors of N(Ey;), \ is the regularization pa-
rameter, L is an operator, which usually is identity or the
second derivative, and the norm |||, is defined as follows for
an arbitrary function f:

I,= | Fiar ©

In the Tikhonov regularization method, the determination of
the regularization parameter A is very important for which
many methods were proposed. In this paper, a so-called SC-
method (SC for self-consistent), developed by Weese and
co-workers [42,43], will be used.

B. Monte Carlo simulations in the thick-target method

As pointed out in Sec. II A, Eq. (1) is exactly valid only
when it is assumed that the multiple scattering of incident
electrons and the contributions from the bremsstrahlung pho-
tons and other secondary particles are ignored. In this sec-
tion, we will use Monte Carlo simulations, in combination
with the results of Eq. (1), to discuss the effects of multiple
scattering of incident electrons and from the bremsstrahlung
photons and other secondary particles.

The Monte Carlo code PENELOPE [44], which can allow
the simulations of electron, positron, and photon transport in
the energy range of 50 eV-1 GeV, is used in this paper. The
PENELOPE code implements the most reliable cross sections
and relaxation data available for the elements, and the phys-
ics models employed in this code also represent the state of
the art for simulations of keV electron transport and x-ray
generation [5]. Moreover, this code also includes a geometry
package, which can flexibly perform the automatic tracking
of particles in complex geometrical structures consisting of
homogeneous bodies limited by quadric surfaces. The reli-
ability and validity of the PENELOPE code have also been
very well demonstrated [45-47].

For our Monte Carlo simulations in this paper, the inci-
dent electrons impact vertically, the x-ray detector is placed
horizontally, and the thick Si target is tilted by 45° with
respect to the direction of incident electron beams. This con-
figuration for Monte Carlo simulations is the same as our
experimental setup. Moreover, the half angle of the x-ray
detector subtended to the center of the thick Si target is as-
sumed to be 5°. In Fig. 1 the characteristic K-shell x-ray
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FIG. 1. (Color online) The characteristic K-shell x-ray yields for
thick Si target by electron impact. The solid line represents the
results based on Eq. (1) where the angles of « and B are 45°. The
circles denote the results of Monte Carlo simulation.

yields for Si element at several incident energies by using the
Monte Carlo simulations are shown. Because the energies of
characteristic K« and K x rays of Si element are very close,
i.e., 1.74 and 1.84 keV and they cannot be separated in ex-
perimental x-ray energy spectra, therefore, the characteristic
K-shell x-ray yields obtained by the Monte Carlo simulations
include the characteristic K& and K x rays for Si element.
Based on Eq. (1), the characteristic K-shell x-ray yields for
Si element can also be calculated, and all atomic parameters
involved in Eq. (1) are taken from the database of the PENE-
LOPE code in order to compare the results both from Eq. (1)
and from the Monte Carlo simulations. In Fig. 1, we can
observe that the characteristic K-shell x-ray yields for Si el-
ement obtained by using Monte Carlo simulations and based
on Eq. (1) are in excellent agreement in the energy region
less than 26 keV. Therefore, in the case of the thick Si target,
the multiple scattering of incident electrons and the contri-
butions from the bremsstrahlung photons and other second-
ary particles can be indeed ignored in the energy region of
interest here.

C. Detection efficiency calibration

In general, the detection efficiency calibration for an x-ray
detector can be performed by using standard x-ray sources,
for example, 241A1n, 137Cs, 55Fe, 57Co, and so on. Unfortu-
nately, the standard x-ray source available in the energy re-
gion less than 3.3 keV for the detection efficiency calibra-
tion, which is very important for the measurements of atomic
inner-shell ionization cross sections for elements (e.g., Si
element) having low-energy characteristic x rays, is very
rare. Therefore, in [48], we carried out the detection effi-
ciency calibration in low-energy region by using the brems-
strahlung spectra of thick carbon target by electron impact,
i.e., the shape of detection efficiency curve was determined
from the ratio of experimental and theoretical bremsstrah-
lung spectra of thick carbon target by 19 keV electron im-
pact, and the absolute values of detection efficiency curve
were obtained from the use of **!Am standard x-ray source.
The choice of carbon as the target is because it has no char-
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FIG. 2. (Color online) The x-ray detection efficiency of the
Si(Li) detector. The calculated efficiency curve is based on the
model of Eq. (7) and the thickness parameters given by the detector
manufacturer. The fitted efficiency curve is obtained by fitting the
experimental efficiency curve which is obtained from the ratio of
experimental and theoretical bremsstrahlung spectra of thick carbon
target by 19 keV electron impact and is normalized to the efficiency
values obtained with the >*'Am standard X-ray source.

acteristic lines above 0.3 keV. In [48], the theoretical brems-
strahlung spectrum of thick carbon target by 19 keV electron
impact was calculated by an analytic formula, i.e., the modi-
fied Wentzel’s formula. At present, the Monte Carlo simula-
tions for electron and photon transport have been made
progress. The most reliable theoretical scaled differential
cross sections [49,50] and shape functions [51] for brems-
strahlung have been incorporated into Monte Carlo simula-
tions [5,45], and it has been shown that the experimental and
theoretical bremsstrahlung spectra of thick targets by keV
electron impact are in excellent agreement in the energy re-
gion where the intrinsic detection efficiency of x-ray detector
is equal to 1 [5,45]. Therefore, in this paper, the method for
detection efficiency calibration is still the same as in [48],
but the theoretical bremsstrahlung spectrum is obtained by
using the Monte Carlo PENELOPE code [52]. The simulation
is totally the same as in Sec. II B, just with a thick carbon
target instead of the thick Si target.

In Fig. 2, the shape of detection efficiency curve, obtained
from the ratio of experimental and theoretical bremsstrah-
lung spectra of thick carbon target by 19 keV electron
impact, is shown and it has been normalized to detection
efficiency values obtained with 21 Am standard X-ray source.
When the detection efficiency calibration is performed
by using the standard x-ray sources, the standard sources are
placed in the same position for mounting the Si target,
and the effect of the thin polyethylene cover foil
(~21.3 mg/cm?) of the standard x-ray sources is also cor-
rected. The standard x-ray sources used in this paper were
provided by the Physikalisch-Technische Bundesanstalt
(PTB), Germany and the accuracies of which are ~1%
(k=2). For all standard x-ray sources, their half-lives, x-ray
energies, and emission probabilities are taken from the val-
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ues most recently recommended by the International Atomic
Energy Agency (IAEA) [53]. The accuracy of the detection
efficiency calibration with the method described here is esti-
mated to be ~5%, which is mainly from the use of the stan-
dard x-ray sources [48,52].

The intrinsic detection efficiency versus x-ray energy can
be expressed as follows [54,55]:

S(E) = T(E)T(‘OI(E)A(E)’ (7)

where T(E) represents the transmittance of the successive
absorbing layers of x-ray detector (i.e., Be window, Au con-
tact layer, and Si dead layer), T.,/(E) denotes the transmit-
tance of detector’s collimator, and A(E) describes the absorp-
tion of x rays in the detector sensitive volume. These
transmittance and absorption factors are expressed as fol-
lows:

T(E) = exp(— mpeXpe = ManXau — Msi¥dead iayer)>  (8)

-7
Tcol(E) =7 I+ eXP(_ lu“cnllimarorxcollimamr) s (9)

A(E) =1- exp(— TSixdetector)’ (10)

where wu’s are the total x-ray mass attenuation coefficients, 7
is the photoelectric absorption mass attenuation coefficient,
x’s are the mass thickness values of layers determined by the
indices, Xgpoct0r ANA Xoiimaror are the mass thickness values
of detector sensitive layer and collimator, respectively, and 7
denotes the ratio of the open and full areas of the collimator.
In this paper, the detector’s collimator is not used. The thick-
ness parameters for the detector used in our experiment, i.e.,
Be window, Au contact layer, Si dead layer, and detector
sensitive layer, were given by the detector manufacturer;
these thickness parameters are 12.7 um for Be window,
38.6 ug/cm? for Au contact layer, 0.1 um for Si dead layer,
and 4.21 mm for detector sensitive layer. Based on the model
of Eq. (7) and the thickness parameters given by the detector
manufacturer, the detection efficiency curve is calculated and
also shown in Fig. 2. Moreover, based on the model of Eq.
(7) and the experimental detection efficiency curve, these
detector thickness parameters are also determined by a non-
linear least-squares fit [52]. The thickness parameters of Be
window, Au contact layer, and Si dead layer are obtained by
fitting the detector efficiency values in the low-energy region
and the detector sensitive layer value is obtained by fitting
the detector efficiency values in the high-energy region from
the 'Am and '*’Cs standard x-ray sources. They are fitted
to be 15.01%£0.28 um for Be window, 57.70=%6.00
ug/cm? for Au contact layer, 0.15+0.03 um for Si dead
layer, and 2.96 = 0.11 mm for detector sensitive layer. It can
be seen that these thickness parameters are acceptable in
comparison with that provided by the detector manufacturer.
In the calculations above, the total and photoelectric absorp-
tion mass attenuation coefficients are taken from the data-
base of the PENELOPE code [44]. The fitted detection effi-
ciency curve is also shown in Fig. 2.

052710-4



MEASUREMENTS OF THE K-SHELL IONIZATION...

T T T T T T T T T T
2.0x10° | .
Si KoK Thick Si target
/ 22 keV electron impact
1.5x10° | .
E
=
S S5
O 1.0x10" F 4
5.0x10" | .
0.0 JJ‘ L L L L L 1 1 1 1

0 2 4 6 8 10 12 14 16 18 20 22
Energy (keV)

FIG. 3. (Color online) The experimental x-ray spectrum for the
thick Si target by 22 keV electron impact.

III. EXPERIMENTS AND RESULTS

In this paper, the experimental setup is the same as that in
[15], i.e., the monoenergetic electron beams from near
threshold to several ten keV were provided by an electron
gun, and the beam current intensities were adjusted in accor-
dance with characteristic x-ray counting rates. The electron
beam current, which impacts on the mirror surface of the
thick Si target, was collected by a deep Faraday cup and was
fed into an ORTEC digital current integrator, which has an
accuracy of less than 1% for the charge measurements. The
incident electron beam impacted vertically, the x-ray detector
was placed horizontally, and the thick Si target was tilted by
45° with respect to the direction of incident electron beam.
The characteristic x rays emitted from the thick Si target
were recorded by a Si(Li) x-ray detector with an energy res-
olution (full width at half maximum) of 190 eV for >*Mn 5.9
keV Ka x rays. A typical experimental x-ray spectrum is
shown in Fig. 3. The detection efficiency calibration of the
Si(Li) detector was performed by the method described in
Sec. II C. For the case of the thick Si target, we also per-
formed the Monte Carlo simulations by using the PENELOPE
code to estimate the ratios of the incident electrons and sec-
ondary electrons which escape from the deep Faraday cup
and found that the electron escape ratios from the deep Far-
aday cup at the incident energy region of interest here are
~3%. The experimental Ka and KB x-ray yields for the Si
thick target, Nx(E)/I,, are shown in Fig. 4.

Because the energies of characteristic Ka and Kf x rays
of Si element are very close, i.e., 1.74 and 1.84 keV, and
cannot be separated in experimental x-ray energy spectra,
therefore, in the data processing, Eq. (4) should be modified
as follows:

Ny Q cos a [Fo dE*
K(E,E0)=X F, Esa exp _MQCOS,B TE*)
E
Q cos a
+(1-F,) 1 58|exP _Mﬁcosﬁ
XfEO dE” )} S(E) (11)
e S(E) ’
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FIG. 4. (Color online) The experimental K-shell x-ray yields by
electron impact for the thick Si target, Nx(E)/I,. The incident elec-
tron beam impacts vertically, the x-ray detector is placed horizon-
tally, and the thick Si target is tilted by 45° with respect to the
direction of incident electron beam.

where F, denotes the K& x-ray emission rate, {de,/4 and
Qeg/ 4 represent the detection efficiencies at the energies
of Ko and KB x rays of Si element, and w, and ug are the
mass attenuation coefficients for Ka and KB x rays of Si
element inside the Si thick target. The K« x-ray emission
rate, F,, is derived from the most probable value of Kf3 to
Ka x-ray intensity ratio for Si element [56], which is 0.9756.
The detection efficiencies at the energies of Ka and KB x
rays of Si element, (le,/47 and Qeg/4m, are obtained by
interpolating the fitted detection efficiency curve; they are
1.7408 X 10~* and 1.7838x 107*. The K-shell fluorescence
yield for Si element is taken from the recommended value of
Hubbell ef al. [57], i.e., 0.043. The mass attenuation coeffi-
cients, p, and ug, for Ka and KB x rays of Si element inside
the Si thick target are calculated from the XCoM code [58];
they are 359.1 and 310.6 cm?/g, respectively. The mass
stopping powers, S(E), are taken from the database of the
PENELOPE code [44]. The K-shell ionization threshold energy
for Si element is 1.8389 keV.

Finally, the K-shell ionization cross sections for Si ele-
ment in the energy region of 3-25 keV are experimentally
obtained by the thick-target method described in Sec. II, and
the code FTIKREG [43] is used to implement the Tikhonov
regularization method. The experimental results are shown in
Fig. 5 and given in Table I. The error estimation of the thick-
target method has been given in [41]. In this paper for the
case of the thick Si target, the main error sources include the
error from the statistical error of net peak counts (~1%), the
errors of the detection efficiency calibration (~5%), the
K-shell fluorescence yield (~10%), the escape of incident
electrons (~3%), the error originated from the mass attenu-
ation coefficient and the mass stopping power (~5%) [41],
and the error of numerical method from the Tikhonov regu-
larization (~5%) [41]; therefore, the estimated total error,
obtained by combining all errors indicated above in quadra-
ture, is ~13%. In Fig. 5, the experimental K-shell ionization
cross sections for Si element obtained in this paper are com-
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FIG. 5. (Color online) The experimental K-shell ionization cross
sections for Si element obtained in this paper (circles) are compared
with the theoretical values based on the DWBA model developed
by Segui and co-workers [28,59] (solid line). The theoretical values
based on the PWBA-C-Ex model [20,60] (dashed line) and the
empirical formula of Casnati ef al. [31] (dash dot line) are also
shown. The triangles indicate the experimental values of Platten et
al. [61].

pared with the theoretical values based on the DWBA model
developed by Segui and co-workers [28,59]. The theoretical
values based on the PWBA-C-Ex model [20,60] and the em-
pirical formula of Casnati ef al. [31] are also shown in Fig. 5.
From Fig. 5, we can see that the theoretical values of both
the DWBA model of Segui and co-workers [28,59] and of
the empirical formula of Casnati ef al. [31] are similar and
they are in good agreement with the experimental data ob-
tained in this paper. Moreover, on the whole, the theoretical
values of the PWBA-C-Ex model [20,60] are higher than our
experimental data in the lower-energy region. In addition, the
experimental data for Si element near the threshold energy
region available in the literature are also plotted in Fig. 5
[9,61].

IV. CONCLUSIONS

In this paper, the K-shell ionization cross sections of Si
element near the threshold energy region have been mea-
sured by using the thick-target method. The effects of mul-
tiple scattering of incident electrons and from the brems-
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TABLE 1. The experimental K-shell ionization cross sections for
Si element obtained in this paper.

Energy Cross sections Errors
(keV) (barn) (barn)
3.35 7612 1033
4.85 8777 1191
6.36 9043 1228
7.87 8858 1205
9.37 9007 1227
10.88 8915 1216
12.39 8468 1158
13.89 8067 1106
15.40 7853 1077
1691 7489 1030
18.41 7138 984
19.92 7072 978
21.43 7246 1002
22.93 7019 974
24.44 6880 956

strahlung photons and other secondary particles have been
discussed using the Monte Carlo simulations. The detection
efficiency calibration in the lower-energy region has been
performed by using the bremsstrahlung spectra of thick car-
bon target by electron impact in combination with the use of
standard x-ray sources, and the detector thickness parameters
have also been determined by a nonlinear least-squares fit to
the experimental detection efficiency curve. The Tikhonov
regularization method has been utilized to deal with the ill-
posed inverse problem involved in the thick-target method.
These experimental data obtained in this paper have also
been compared with some theoretical models and empirical
formula, and it has been observed that the experimental data
in this paper are in good agreement with the DWBA model
developed most recently.
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