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An accurate determination of the nickel LIII x-ray transition probabilities was performed employing a
wavelength-dispersive spectrometer �WDS� at the plane grating monochromator beamline for undulator radia-
tion of the Physikalisch-Technische Bundesanstalt, Germany’s national metrology institute, at the electron
storage ring BESSY II. An absolute calibration method developed for this spectrometer improves the reliability
of the determination significantly because the calibration method does not require measurements of reference
samples and provides a traceable uncertainty budget. The device was calibrated with respect to both its
absolute detection efficiency and its response behavior. Therefore, a method to obtain the detection efficiency
of a WDS in comparison to an absolutely calibrated energy-dispersive detector was successfully applied. In
addition, response functions were developed and experimentally validated. The present results for the Ni LIII

transition probabilities differ clearly from theoretical calculations and tabulated data found in the literature.
Perspectives of a quantitative study of the interactions causing the satellite transitions are outlined and dis-
cussed in view of shake-off and Coster-Kronig processes.
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I. INTRODUCTION

The available databases �e.g., �1–5�� providing atomic
fundamental parameters �FPs� such as transition probabili-
ties, fluorescence yields, and Coster-Kronig coefficients re-
lated to the L fluorescence of transition metals �TMs� are
rather inconsistent, incomplete, and not very accurate. The
main reasons are that theoretical calculations and extrapola-
tions were predominantly used and that experimental data, if
available, are often poorly documented, in particular with
respect to the uncertainty budged of the experiments. In ad-
dition, only few new data have been determined in the last
30 years by state of the art theoretical or experimental meth-
ods. For example, a recently �2007� published database �1�
refers to data tables from 1974 �6� and estimated uncertain-
ties from 1978 �5�. In general, merely estimated uncertainties
are available and often these uncertainties were deduced by
the comparison of different databases or sets of experimental
or theoretical values in compilations �e.g., �7,8��. The rela-
tive uncertainties of the FP related to the L fluorescence of
the TM are assumed to be rather large �up to 40% �1��.

Nevertheless, the databases provide the best data available
and except for the L fluorescence of TM and the K fluores-
cence of light elements, they have proven to be both reliable
and very useful especially for x-ray fluorescence �XRF�
analysis. The XRF method gains steadily increasing impor-
tance among nondestructive analytical methods aiming at
various fields of basic research and industrial applications
�i.e., process control and quality management�. A thorough
overview about the various applications of quantitative XRF
was recently published by West et al. �9�. In addition, XRF
employing soft x rays �below about 2 keV� has a high po-
tential for many new materials applications due to the high
dynamics of the fluorescence production and absorption of
soft x rays in nanometer-scaled structures, e.g., analysis of
buried nanolayers and interfaces �10,11�. In particular, grac-

ing incident XRF gains higher deep profiling dynamics due
to the increased usable incident angle range for soft x rays.

In situations where not enough adequate standards are
available, i.e., when sample and standard matrices differ sig-
nificantly, the most successful and commonly applied XRF
quantitation method is the fundamental parameter method
�12–16�. The FP method is based on the calculation of the
number of fluorescence photons emitted from a sample as a
function of both the sample properties �elemental composi-
tion and concentrations, thickness, layer structure, etc.� and
the experimental parameters such as the beam geometry, the
detector efficiency, the solid angle of detection, and the spec-
tral characteristics and radiant power of the exciting radia-
tion. Hence, this method uses FP to calculate quantitatively
the excitation and relaxation processes within a sample of
interest. In general, the determination of the instrumental pa-
rameters of the XRF setup is mainly based on measurements
of reference samples. However, this method is accurate only
if the reference samples are similar �rather: elements and
their concentrations� to the “unknown” samples to be ana-
lyzed.

A quantitation method based on the FP method is the
reference-free XRF �17–20�, which is employing absolutely
calibrated instrumentation. Its main advantage is to directly
compare measured XRF spectra with computed fluorescence
radiation intensities instead of employing any precalibration
relationships derived from measurements of a set of appro-
priate reference samples. Anyway, both methods rely on
tabulated FP and therewith on the uncertainties of the FP
involved in the analysis. Hence, the lack of reliable FP val-
ues related to the L fluorescence of TM and K fluorescence
of light elements strongly affects the reliability of XRF in the
soft-x-ray range. This is the main motivation of the present
work, the aim of which is the development of reliable experi-
mental methods for the determination of FP in the soft-x-ray
range within small and traceable uncertainties.
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Using absolutely calibrated instrumentation, in particular
an energy-dispersive Si�Li� detector as well as well-known
synchrotron radiation �21�, the absolute determination of FP
has proven to be an efficient method to achieve rather small
relative uncertainties �i.e., 7% for resonant Raman-scattering
cross sections �22��. Basically this method is somewhat
complementary to the reference-free XRF method employing
thin free-standing single element foils of very high purity
and known compositions as samples. FPs such as Coster-
Kronig coefficients, transition probabilities, and subshell
fluorescence yields associated with the soft-x-ray range can-
not be well determined employing a Si�Li� detector due to its
rather moderate energy resolution.1 A high-resolution detec-
tion system is necessary to obtain many of these fundamental
parameters in a reliable manner.

High-resolution x-ray emission spectroscopy has been
continuously further developed over the last two decades in
view of the increasing availability of synchrotron radiation.
Due to the high photon flux, provided by synchrotron-
radiation facilities in the soft-x-ray range, high-resolution
wavelength-dispersive grating spectrometers have proven to
be powerful tools for the study of soft-x-ray emission pro-
cesses �see �23,24� for example�. Therefore, a wavelength-
dispersive spectrometer �WDS� was built to enable access to
specific FP that cannot be easily obtained when using a
Si�Li� detector. First results for the chemical speciation of Ti
compounds obtained by the spectrometer were recently pub-
lished �25�. In order to achieve small uncertainties of the FP
determination employing the WDS, the absolute detection
efficiency and the response behavior of the WDS have to be
known as accurately as in the case of a Si�Li� detector �26�.

In particular, an exact description of the response behav-
ior is crucial for an accurate determination of the count rates
of lower intensity fluorescence or satellite lines adjacent to
intensive diagram lines. Therefore, priority was given to a
spectrometer design that provides high stability of both the
detection efficiency and the response behavior.

II. SPECTROMETER SETUP

For the present WDS spectrometer, a concept based on the
Rowland circle geometry in combination with a two-
dimensional position sensitive detector was chosen. This al-
lows for a compact and efficient design �27� and, in addition,
fulfills the conditions for high stability in the best manner.
The WDS consists of an entrance slit, a spherical reflection
grating,2 and a charge coupled device �CCD� detector.3 All
three elements are arranged on a Rowland circle �radius 2490
mm� and the CCD detector is movable along this circle �see
Fig. 1�.

An angle of incidence of 88° was chosen to ensure a good
reflectivity of the Au coated grating for photon energies up to
the one of Si K� fluorescence radiation. The design of the
WDS provides very good mechanical stability,4 high resolv-
ing power �ranging from 350 at Si K� energy up to 1700 at
N K� energy for a 10 �m entrance slit width�, and good
detection efficiency �1.57�10−7 A W−1 sr for Ni L�
radiation�.5

In order to adjust the width of the entrance slit to the
respective experimental requirements �resolving power vs
solid angle of detection�, it can be chosen between 10 and
500 �m. As detector, a thinned backside-illuminated CCD
detector was chosen. This type of detector has several advan-
tages for the detection of the dispersed radiation. It provides
good linearity, detection efficiency in the soft-x-ray range
�28�, as well as a high spatial resolution so that an exit slit
can be omitted. The most important advantage of this type of
detector is the long-time stability of its detection efficiency,
which is indispensable for the absolute calibration of the
WDS instrument.

An additional element of the spectrometer consisting of a
vertical slit and two horizontal knife edges is placed between

1The typical energy resolution of a Si�Li� detector is about 100 eV
for the Ni L� fluorescence line at 851.5 eV.

2Grating: laminar groove profile, 1200 l/mm groove density, and
4980 mm radius of curvature.

3CCD detector: 1024�1024 pixels, 13.5�13.5 �m2 pixel size.
4E.g., a repetitious accuracy of the CCD detector position better

than 1 �m.
5The given value is the effective spectral responsivity. See Sec. IV

for details.
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the entrance slit and the grating to function as an aperture.
The width of the vertical slit is fixed at 1.0 mm and ensures
that the CCD detector will not be illuminated outside its
active area in the horizontal direction, i.e., in the nondisper-
sive direction. The two horizontal knife edges are adjustable
and are restricting the illuminated area of the grating in the
dispersive direction. They reduce the aberration and define
the acceptance angle in the plane of dispersion. Both pairs of
knife edges, the vertical slit and the entrance slit, define the
solid angle of detection of the WDS. A well-defined solid
angle of detection is important for both the absolute mea-
surements employing the WDS and the determination of its
detection efficiency and of its response behavior.

III. EXPERIMENTAL ARRANGEMENT

Monochromatized undulator radiation, provided by the
plane grating monochromator beamline of Physikalisch-
Technische Bundesanstalt �PTB� at BESSY II �21,29� was
employed in the current study. Figure 2 shows a sketch of the
experimental arrangement. The incident beam hits the
sample center at an angle of 45° in the middle of the UHV
chamber employed. Emitted fluorescence or scattered radia-
tion is detected by the WDS at an observation angle of 45°.
For energy-dispersive XRF measurements the WDS can be
replaced by a calibrated Si�Li� detector in combination with
a calibrated aperture placed in front of the active detector
area at a well-known distance from the sample center. The
replacement of the detection system does not change any
parameter of the setup, hence all experimental parameters for
comparative measurements are exactly the same when addi-
tionally controlling the incident radiation energy and flux.
The incident radiant power can be determined absolutely us-
ing a calibrated photodiode positioned behind the exit dia-
phragm 2. In the same arrangement, the absorption correc-
tion factors of thin samples can be experimentally
determined by means of transmission measurements at both
the energy of the incident radiation and the energy of the
fluorescence line of interest.

IV. DETECTION EFFICIENCY AND SOLID ANGLE

The concept for the determination of the absolute WDS
detection efficiency is based on the comparison of

wavelength-dispersive �WD� XRF and energy-dispersive
�ED� XRF measurements of the same sample under identical
experimental conditions. The Si�Li� detector, employed for
the XRF measurements, was calibrated absolutely with re-
spect to both its efficiency and its response behavior �26,30�.
In addition, the solid angle of detection was defined by the
calibrated aperture in front of the Si�Li� detector. Therewith
the number of fluorescence photons per second emitted in the
solid angle could be determined absolutely. The absolute
number of incident photons, which excited the sample during
both the WD XRF and ED XRF measurements, was moni-
tored by a calibrated photodiode �31�.

Therewith, the product of the solid angle of detection and
the detection efficiency of the WDS can be obtained for se-
lected photon energies �e.g., of fluorescence lines of interest�
in comparison to absolute energy-dispersive XRF measure-
ments. The complex WDS apertures �entrance slit, vertical
slit, and horizontal knife edges� define a fixed solid angle,
but the absolute value of this solid angle is not measurable
with a sufficiently small uncertainty as it is the case for the
measurements employing the Si�Li� detector. Therefore, only
the product of the solid angle and the detection efficiency of
the WDS can be determined.

To determine the WDS detection efficiency for the nickel
L-fluorescence lines, a thin free-standing Ni foil having a
thickness of 0.5 �m was chosen. The energy of the exciting
radiation provided by the beamline was adjusted to solely
excite the LIII absorption edge of Ni. Therewith, only the L�
and L� fluorescence lines �related to LIIIMIV,V and LIIIMI
transitions� were emitted by the sample. These two fluores-
cence lines could still be separated sufficiently by the Si�Li�
detector �see Fig. 3�. The count rates of both LIII related
emission lines from the WDS spectrum and the Si�Li� spec-
trum were derived using similar deconvolution routines by
employing experimentally derived response functions. The
determination of the WDS response functions is described in
Sec. V. The example of the Si�Li� spectra shows the advan-
tage of employing experimentally deduced response func-
tions, which ensure a precise determination of the L� and L�
count rates even when they are only partially separated.
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FIG. 2. Top view of the experimental XRF arrangement employ-
ing the WDS for fluorescence detection.
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FIG. 3. Emission spectra of a thin nickel foil �black solid lines�
recorded employing a calibrated Si�Li� detector and the WDS. By
comparison of these spectra the detection efficiency of the WDS
could be derived. The sample was excited by monochromatic radia-
tion of 860.9 eV photon energy. The gray dashed lines are modeled
curves fitted to the spectra for deconvolution purposes.
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The present calibration for the Ni L� photon energy re-
sults in a ratio of 0.225 between the detected count rates of
the two detection systems for a WDS entrance slit width of
21.3 �m. The detection efficiency of the Si�Li� detector is
65.7% for the photon energy of the Ni L� radiation.

The measured signal of the CCD detector is linearly de-
pendent on the incident radiant power because the detector is
measuring the charge accumulated during the exposure time.
In contrast, the signal of the Si�Li� detector is linearly depen-
dent on the incident photon flux due to the counting of the
charge pulses during the exposure time. Due to this different
measurement principle of the CCD detector with respect to
the Si�Li� detector the spectral responsivity is a more ad-
equate measure for the WDS than the detection efficiency. In
particular, the spectral responsivity is taking the additional
proportionality of the CCD signal to the photon energy into
account. The spectral responsivity is defined as the ratio be-
tween the measured current and the incident radiant power.
An equivalent definition is given by the ratio of the measured
number of electrons per second to the incident photon flux.
Because the solid angle of the WDS could not be deter-
mined, its spectral responsivity could be derived with respect
to the unit solid angle only. The spectral responsivity given
with respect to the unit solid angle will be denoted as effec-
tive spectral responsivity in the following.

A value of 1.84�10−4 A W−1 for the WDS spectral re-
sponsivity for Ni L� radiation has been determined with re-
spect to the solid angle of the Si�Li� detector. Normalizing
this value to the unit solid angle results in a value of
9.20�10−8 A W−1 sr for the effective spectral responsivity
of the WDS. Its relative uncertainty is deduced from the
comparison measurements employing the WDS and the
Si�Li� detector. The contributions to these relative uncertain-
ties are the relative uncertainty of the absolute number of
emitted photons determined employing the Si�Li� detector
�3.3%�, the L� count rate derived from the WDS spectrum
�2.5%�,6 and the Si�Li�’s solid angle of detection �0.7%�.
Hence, the relative uncertainty of the absolute value of the
WDS detection efficiency �at Ni L� photon energy� sums up
to a value of 4.2%.

The presented method provides only the exact spectral
responsivity for photon energies of fluorescence lines, which
can be resolved sufficiently by the Si�Li� detector. In the case
of the CCD detector position optimized for the detection of
the Ni L x-ray emission, this means the Ni L� and L� lines
only. Hence, a calculated dependency was used to extrapo-
late the relative change of the spectral responsivity over the
range of all detectable photon energies for a certain CCD
detector position. This dependency was calculated based on
the measured reflectivity of the grating and the absorption of
incident photons by a layer of incomplete charge collection
at the top layer of the CCD detector. The thickness of this
layer of incomplete charge collection is �63�6� nm and was
derived from data provided by the manufacturer of the de-
tector. The absolute values of the calculated spectral respon-
sivity were normalized to the absolutely determined value

for the photon energy of Ni L�. A value of the spectral re-
sponsivity for the photon energy of the Ni L� fluorescence
line was not determined absolutely, because the strong over-
lap of the L� line and the intense L� line in the Si�Li� spec-
trum significantly affects the accuracy of the L� count rate
determination.

V. RESPONSE BEHAVIOR

In order to determine the response behavior of the WDS,
the system was illuminated directly with monochromatized
undulator radiation. Therefore the UHV chamber was rotated
by 90°, allowing for a direct illumination of the WDS �0°
geometry�. In addition, a polycapillary optic was placed in
the path of the beam 80.0 cm in front of the plane grating
monochromator �PGM� beamline focus plane in order to fan
out the beam. The measurements were performed during
single bunch operation of the electron-storage ring BESSY II
when the stored electron current was reduced by about 1
order of magnitude7 because this prevents damages of both
the polycapillary and the CCD detector.

The polycapillary was aligned first, ensuring an optimal
transmittance, and then slightly misaligned to produce a wide
fan-shaped beam. Therewith, the incident angle of the radia-
tion could be chosen by aligning the vertical position of the
WDS. Due to the large distance between the WDS entrance
slit and the polycapillary, the divergence of the beam, which
is passing through the entrance slit of the WDS, is still rather
small �about 1 mrad�. This nearly parallel beam illuminates a
small part of the grating only and due to the small divergence
the angular range of incidence is small as well. Therewith
nearly no focusing took place when the incident beam was
reflected at the grating. The diffraction of the incident radia-
tion is not influenced by the effect of partial illumination,
though. As long as the slit is fully illuminated the number of
coherently illuminated grooves of the grating is constant, be-
cause the coherent illumination is caused solely by diffrac-
tion at the entrance slit. The coherence of the monochroma-
tized undulator radiation is rather low and is drastically
reduced by the multiple external total reflection within the
polycapillary.

The images recorded by the CCD detector result in spec-
tra showing a rather broad peak �Fig. 4�. These spectra rep-
resent the spatial distribution of the radiation on the active
surface of the CCD detector in the plane of dispersion of the
grating. In order to determine realistic response functions it
is necessary to measure the imaging characteristics as in the
WD XRF measurements when the spectrometer is fully illu-
minated. Therefore, the angle of incidence in respect to the
grating was scanned by changing the vertical position of the
WDS and recording a spectrum for each angle. The maxi-
mum and the minimum angles are defined by the two hori-
zontal knife edges which were adjusted previously in the
XRF geometry.

6The uncertainty of the L� count rate derived from the WDS
spectrum is deduced in the appendix.

710–20 mA storage ring current instead of 200–290 mA in usual
hybrid mode �mixture of multibunch and single bunch� of BESSY
II.
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To obtain the response functions of the WDS for the XRF
geometry the recorded spectra have to be added in a way that
the full illumination is simulated. Therefore, the angular dis-
tribution of the fluorescence radiation source spot profile in
front of the entrance slit of the WDS in XRF geometry has to
be simulated in an appropriate manner. Due to the nearly
isotropic angular distribution of fluorescence radiation, the
angular distribution of the source spot can be derived by
geometric calculations from the intensity profile of the beam-
line in the focal plane �sample position�. The beam profile at
this position was measured employing another CCD detector.
Due to the high photon flux provided by the undulator beam-
line, these measurements had to be performed during a PTB
special user shift at BESSY II employing drastically reduced
stored electron beam currents of about 100 �A. In this spe-
cial user shift the photon flux was reduced by 3 orders of
magnitude without affecting the spectral purity and the spa-
tial distribution of the beam. The determined beam profile in
the focal plane was found to have a Gaussian shape with a
vertically full width at half maximum �FWHM� of 77.2 �m.

As mentioned before, the spectra of the angular scan have
to be added according to the angular distribution of the
source spot in order to construct the response function for a
full illumination of the WDS. For practical reasons the spec-
tra were parameterized as a function of the angle of inci-
dence. The spatial distribution of the radiation reflected at the
grating is affected by four different effects. The first one is
the width of the entrance slit which can be described by a
rectangularly shaped box in the spectra. The second effect is
a Gaussian-shaped broadening due to the imaging character-
istics of the spherical grating caused by the divergence of the
incident beam. The third effect is the limited spatial reso-
lution of the CCD detector �32� which also results in a
Gaussian broadening. Both of these broadening effects can-
not be distinguished from each other, but can be described
satisfactorily by one combined Gaussian broadening. The
fourth effect is caused by diffuse scattering on the grating
and is visible as a small and very broad tailing on both sides
of the measured spatial distribution �see Fig. 4�. Due to the

good quality of the grating the intensity of the diffuse scat-
tered radiation is about 3 orders less than the intensity of the
diffracted radiation. In addition, a minor contribution is pos-
sibly caused by the diffraction of the incident radiation at the
knife edges. The overall effect including the spatial distribu-
tion of the diffraction could be well described by the equa-
tion for Fraunhofer diffraction at a slit �33�.

A good approximation of the theoretical spatial distribu-
tion of the 0° geometry spectra was derived by convoluting
the three functions that describe the four effects discussed
above. Afterwards this theoretical spatial distribution was fit-
ted to all the measured spectra �gray curves in Fig. 4� using
a gradient-expansion algorithm to compute a nonlinear least-
squares fit. The fitted parameters of interest are the center
position, the width of the entrance slit, the width of the
Gaussian, and a calculated contribution of the distribution
caused by diffraction at the knife edges.

As the response behavior depends on the photon energy of
the incident radiation, angular scans for 14 different excita-
tion energies were performed in the 0° geometry. In order to
derive the response function for every photon energy of in-
terest, the fitted parameters of the theoretical spatial distribu-
tion for these 14 energies were parameterized with respect to
the photon energy of the incident radiation. Therewith the
response function of the WDS can be calculated for any pho-
ton energy at a given CCD detector position and for a given
width of the entrance slit.

The quality of the resulting response functions depends on
the photon energy due to the different influence of the calcu-
lated angular distribution of the source spot, caused by the
energy dependent focusing. The response functions are
nearly independent of the angular distribution in the case of
optimal focusing. On the other hand, the broadening of the
response functions for a weak focusing depends rather
strongly on the angular distribution of the incident radiation.
Due to this dependence the accuracy of the determined re-
sponse functions is best in the region of the focus energy and
decreases with decreasing resolving power.

The resulting response functions for some photon energies
are plotted in Fig. 5. The CCD detector was placed at the
same position as for the Ni measurements in the XRF geom-
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etry. This detector position was determined to be the focus
position for Ni L� �848.7 eV �34� or 851.5 eV �35�� fluores-
cence radiation.

The resolving power of the WDS was derived from the
computed response functions, see Fig. 6. The adjusted detec-
tor position corresponds to the focus position for radiation of
a photon energy of 869.0 eV. This focus energy matches the
intended photon energy of Ni L� fluorescence radiation quite
well. The achieved maximum resolving power E /�E is 377
and agrees well with the theoretical maximum of 400 for an
entrance slit width of 21.3 �m �36�. The resolving power
was sufficient to determine the fundamental parameters of
the L fluorescence radiation of Ni.

The presented method only provides an approximation of
the real response functions of the WDS. However, this ap-
proximation is more adequate and more reliable than any
approximation by simple Gaussian-shaped functions as will
be demonstrated in Sec. VI. The response functions derived
from experimental data allow for an accurate discrimination
of instrumental contributions in the recorded spectra.

VI. DATA EVALUATION AND RESULTS

Transition probabilities for the hole transitions from the
LIII shell of Ni were chosen for a first determination of fun-
damental parameters employing the spectrometer. Figure 7
shows the recorded spectrum of a nominal 0.5 �m thick Ni
foil in a logarithmic scale, excited with monochromatic ra-
diation of 867.0 eV photon energy. Due to this excitation
below the LII absorption edge at 870 eV, only the L�1,2
�LIIIMIV,V� and L� �LIIIMI� fluorescence lines are visible in
the spectrum.

The fitting of the spectral distribution was performed em-
ploying the experimentally determined response functions.
The spectral distribution of the Ni fluorescence lines was
described by Lorentzian functions, each of which having
three free parameters �position, width, and height�. This
spectral distribution was modified by self-absorption effects
employing experimentally determined absorption correction
factors �37,22� and then multiplied with the energy-
dependent detection efficiency of the WDS. In the next step

this modeled distribution was convoluted with the WDS re-
sponse functions. For the determination of the free param-
eters aiming at the best agreement to the measured spectrum
a gradient-expansion algorithm to compute a nonlinear least-
squares-fit was employed. The employment of the experi-
mental response functions for the deconvolution allows for
an accurate discrimination of instrumental and sample-
related contributions.

The deconvolution provides a set of characteristic param-
eters allowing for the conversion of the spectral distribution
into the count rates of both fluorescence lines without any
need for self-absorption modifications or detection efficiency
inclusions. Hence, the obtained count rates of the L� line and
the L� line are here the number N of photons per second
associated with both transitions. The transition probabilities
g for the Ni LIIIMIV,V and LIIIMI transitions arise from

gj =
Nj

Nj + Ni
, �j = L�,i = L� or j = L�,i = L�� . �1�

The determination of LIII transition probabilities is not
strongly affected by the chosen model for the response func-
tions because the two fluorescence lines are well separated
and only slightly overlapping with other spectral features. On
the other hand, the Ni emission spectrum becomes more
complex with increasing incident photon energy. First, a
spectral feature of resonant Raman scattering8 �RRS� be-
comes visible in the spectra with increasing energy �see Fig.
7�. The energetic position and intensity of the RRS feature
scale with the incident photon energy. For photon energies
below 870 eV the RRS feature overlaps with the L�1,2 fluo-
rescence lines as in the case discussed before. This overlap
affects the accuracy of the area determination for both the
L�1,2 transitions and the RRS transition. In this situation the
use of experimentally derived response functions is quite
helpful to still ensure a good accuracy in spite of this over-
lap.

8Also often called resonant inelastic x-ray scattering �RIXS�.
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The difficulties originating from overlapping spectral dis-
tributions increase with increasing incident photon energy
above the Ni LII absorption edge. Figure 8 shows a part of
the spectrum recorded for an incident photon energy of 879
eV. Besides the L�1 �LIIMIV� transition a shoulder at the high
energy side of the L� transition is visible in the spectrum.
This shoulder probably belongs to an L� satellite transition,
which is usually ascribed to a spectator vacancy created by
shake off and preceding Coster-Kronig transition �38–40�.
The details about the involved excitation and relaxation pro-
cesses and their importance are still in discussion. The satel-
lite transition is separated from the L� line by only a few eV
and, in addition, is much less intense than the diagram line.
Due to the employment of the experimentally determined
response functions, deconvolution of the shown spectrum is
still reliable and accurate.

A detailed evaluation of the uncertainties can be found in
the Appendix. The relative uncertainties of the determined
transition probabilities are 0.55% and 5.6% for the Ni L�
and Ni L� transitions, respectively. The standard variation
�gj of the determined transition probabilities is 0.5%.

The resulting transition probabilities for the nickel L�,
L�satellite, and L� lines are listed in Table I. All transition
probabilities were determined employing the deconvolution
procedure described above, which is taking into account both
the self-absorption within the sample and the spectral re-

sponsivity of the WDS. A rather good agreement of the val-
ues, derived from the two shown spectra, could be achieved
by considering the L� and L�satellite lines as one line. The L�
transition probabilities, determined by excitation below and
above the LII edge, barely agree within their respective un-
certainties. This is probably due to a rearrangement of the 3d
shell caused by preceding Coster-Kronig transitions and the
shake processes in the case of the excitation above the LII
edge. In this case the transition probability of the satellite
line is 10% and therewith the probability of a preceding
Coster-Kronig transition or shake process, which creates a
doubly ionized atomic state, is at least 10% as well.

For the sake of comparison two values from recent data-
bases were additionally listed in Table I. These values differ
clearly from the values determined in the present work. In
particular, the values of the L� transition probabilities are
significantly smaller in the references �up to 25% relative
difference�.

VII. DISCUSSION

An evaluation of the experimentally determined WDS re-
sponse functions was done by fitting modeled spectral distri-
butions to measured WDS spectra employing the experimen-
tal and Gaussian-shaped response functions and comparing
the results. A clearly visible difference between the results
cannot easily be stated and the least-squares criteria show
some limited differences only. The reason for the latter is the
relatively high symmetry of the experimentally determined
response functions resembling to a certain extent the one of a
Gaussian. Here, concerning the agreement of fitted and mea-
sured spectra one may conclude that the use of experimental
response functions ensures a similar quality as in the case of
employing Gaussian functions, the latter, however, with ad-
ditional degrees of freedom due to the independent Gaussian
widths. Thus, experimental response functions have advan-
tages when dealing with more complex spectra due to their
lower total number of degrees of freedom.

To be more specific, both deconvolution methods show
significant differences in the results obtained for the count
rates of the respective transitions. In particular, the obtained
count rates of the transitions with low intensity have rather
large discrepancies. For example, the count rate of the satel-
lite transition obtained employing the experimental response

TABLE I. Transition probabilities for the Ni L�1,2 and Ni L� fluorescence lines. For a better comparability
to the values taken from the references the determined transition probabilities of the Ni L�1,2 diagram line
and the satellite line were added.

Reference L�1,2 including satellite L�1,2 satellite L�

Present work �excited at 867 eV below LII edge� 0.908�0.005 0.013�0.005 0.092�0.005

Present work �excited at 879 eV above LII edge� 0.915�0.006 0.100�0.005 0.085�0.005

Zschornacka/Scofieldb 0.931 0.069

Elam et al.c/Salem et al.d 0.925 0.075

aReference �1�.
bReference �6�.
cReference �34�.
dReference �41�.
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functions is 50% larger than in the case of using Gaussian
functions. Another difference in the results of both methods
is the behavior of the L�2 transition, which could be assigned
more correctly to the asymmetric band structure of the 3d
shell. A closer look at spectra recorded at different incident
photon energies shows that the count rates of the L� transi-
tions obtained employing the Gaussian functions are ran-
domly distributed and only their sum is constant. The decon-
volution employing the experimental response functions
shows a considerably more stable determination of the count
rate of each single transition, most probably due to the lower
degree of freedom as a strict constraint for spectral deconvo-
lution. In particular, this is again important for a reliable
quantitation of small spectral features overlapping with in-
tense diagram lines, as for example, the satellite line adjacent
to the L�1,2 transition.

The results for the transition probabilities of the L� satel-
lite line are interesting in view of shake-off and Coster-
Kronig processes. Magnuson et al. �38� reported that a sig-
nificant part of the spectator vacancies related to the L�
satellites of Cu is created by shake-off processes during the
photoionization. About 10% of the ionized Cu atoms are
double-ionized by shake-off processes at excitation energies
below the LII edge. In the case of nickel only 1.3% of the
ionized atoms seem to be doubly ionized by shake-off pro-
cesses. Another difference between Cu and Ni is the higher
relative intensity of the Cu L� satellite transitions �about
40% �38�� with respect to the Ni satellite �10%�. One reason
could be the increased occupation of the N shells of Cu and
therewith an increased transition rate of the LII-LIIIN Coster-
Kronig transitions �39�. Another reason could be a change in
possible LII-LIIIMIV,V Coster-Kronig transition channels,
which are not easily predictable for solid-state specimens.

VIII. CONCLUSION

The design of the presented wavelength-dispersive spec-
trometer allows for a reliable characterization of both the
response behavior and detection efficiency. In particular, the
use of experimentally determined response functions allow
for an accurate discrimination of instrumental and sample-
related contributions in the spectra, which significantly im-
proves the accuracy of the spectrum deconvolution with re-
spect to the physical processes of interest.

Rather small relative uncertainties were achieved for both
the determination of the absolute WDS detection efficiency
at the photon energy of Ni L� radiation �4.2%� and the spec-
tra deconvolution employing the response functions �2.5%–
5.0%�. Due to the restriction of using fluorescence radiation
at related discrete photon energies only, the detection effi-
ciency of the full detectable energy range has to be interpo-
lated and extrapolated beyond the energies provided by in-
tense fluorescence lines. To improve the reliability of this
extrapolation a calibration of the CCD detector will be per-
formed employing the calibrated instrumentation of PTB.

The initial results already demonstrate that atomic funda-
mental parameters related to the soft-x-ray range can be de-
termined with rather small relative uncertainties when em-
ploying the spectrometer. Once the characterization of the

employed spectrometer is completed, selected fundamental
parameters such as Coster-Kronig coefficients, fluorescence
yields, and resonant Raman-scattering cross sections will be
accessible with relative uncertainties of less than 10%.

The first quantitative values of the Ni L� satellite transi-
tion probability could be derived in the present work with
good accuracy �uncertainty less than 0.5%�. These two val-
ues suggest that the origin of the involved spectator vacancy
is mainly caused by preceding Coster-Kronig transitions. A
more detailed comparison of satellite transition probability,
shake-off probabilities, and Coster-Kronig transition prob-
abilities may give a clearer picture of the involved excitation
and relaxation channels. Therefore, the transition probabili-
ties of the satellite line will be determined in the near future
at more excitation energies across the Ni L absorption edges.
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APPENDIX: UNCERTAINTY EVALUATION

To simplify the determination of the uncertainty of the
obtained transition probabilities Eq. �A1� was used to ap-
proximate the determination of the transition probabilities.
This equation contains the following simplifications. First of
all, in the uncertainty evaluation the fluorescence lines were
considered as monochromatic lines at the respective center
energies only. Therewith, the ratio �� of the detection effi-
ciency at Ni L� and Ni L� center photon energies could be
defined �see Eq. �A2��. This is a useful simplification be-
cause the absolute values of the WDS detection efficiency
��E� at the Ni L� and Ni L� photon energies E are directly
entering the determination of the transition probabilities,
whereas only the ratio �� of the detection efficiency at these
two energies has an actual effect.

The uncertainties of the determined count rates are caused
by the uncertainties of the spectra deconvolution. The accu-
racy of the spectra deconvolution is affected by the accuracy
of the employed response functions and the absorption cor-
rection factors. The relative uncertainties of the count rates
for the L� line and for the L� line induced by the deconvo-
lution of the spectra employing the experimentally deter-
mined response functions were estimated to be about 2.5%
and 5.0%, respectively. The difference is caused by the re-
sponse functions, which are less precise for the L� line en-
ergy region than for the L� line region, as mentioned in Sec.
V. The estimation of the uncertainties is based on a compari-
son of the fitting results of many different spectra and, in
addition, on a comparison of fitting results and region of
interest evaluations of spectra without a significant overlap-
ping of different spectral features

gj �
Ij

Ij + � ji� Ii

, Ij = ��Ej�Nj ,
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j = L�,i = L� or j = L�,i = L� , �A1�

� ji� =
��Ej�
��Ei�

. �A2�

The relative uncertainty of the self-absorption correction fac-
tor is mainly caused by a slight disagreement between the
energy scales of the WDS spectrum and the transmission
measurement of the sample at the PGM beamline. The influ-
ence of this disagreement is most significant for the L� count
rate due to the adjacent LIII absorption edge. It was found
that the agreement of the two energy scales is better than 0.1
eV. This slight disagreement affects the accuracy of the self-
absorption correction and results in a contribution of about
0.7% and 0.11% to the relative uncertainty of the derived
count rates I of the L� and L� lines, respectively.

The relative uncertainty of the ratio �� of the WDS detec-
tion efficiency at the center photon energies of Ni L� and

Ni L� is deduced from the relative uncertainty of the derived
thickness of the layer of incomplete charge collection on the
top of the CCD detector as well as the relative uncertainty of
the measured efficiency of the grating, which is less than 1%
�42�. It is negligible with respect to the relative uncertainty
of the layer thickness which was estimated to be about 10%.
The influence on the ratio �� was studied by varying the
thickness of the layer of incomplete charge collection. It was
found that the influence of the thickness is rather small on
the ratio ��. The relative uncertainty of the thickness causes
a relative change of the ratio �� of 1.1% only.

Equation �A3� is derived from Eq. �A2� by carrying out
error propagation. Using this equation one gets 0.5% as the
standard variation �gj for the determined transition prob-
abilities

�gj

gj
� gi���Ij

Ij
�2

+ ��Ii

Ii
�2

+ ���i

�i
�2

. �A3�
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