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We demonstrate coherent diffraction imaging using multiple harmonics from a high-harmonic generation
source. An algorithm is presented that builds the known incident spectrum into the reconstruction procedure
with the result that the useable flux is increased by more than an order of magnitude. Excellent images are
obtained with a resolution of �165�5� nm and compare very well with images from a scanning electron
microscope.
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Soft x-ray microscopy is an important imaging technique
that is currently reliant on the routine availability of access to
synchrotron sources. However, the possibility of sources that
enable small-scale x-ray microscopes �1� is helping drive the
development of alternative x-ray sources such as x-ray lasers
�2�, compact synchrotron sources �3�, and high-harmonic
generation �HHG� sources �4�.

The development of x-ray microscopy for the smaller
scale laboratory has, to a great extent, concentrated on the
development of bright but compact x-ray sources. It is im-
plicitly assumed that imaging will require a high degree of
spatial and temporal coherence, driven by the inherent chro-
maticity of diffractive optics �5� or, the need for spatial �6�
and temporal �7� coherence in diffraction based methods. If
the light is not completely coherent, a coherent component is
selected �8–10�, a process that is inherently wasteful of pho-
tons and which further drives the need for brighter sources.
The underlying problem is that the phase-space acceptances
of imaging systems using diffractive optics �1� or coherent
diffraction �8,9� are not well matched to the phase space of
the light delivered by tabletop sources. A better match be-
tween the phase space of the incident light and the image
formation method will provide corresponding efficiencies in
the utilization of the source.

In this paper we demonstrate coherent diffraction imaging
that simultaneously uses multiple wavelengths, in a sense
this is the spectral analogue of recent developments in x-ray
holographic imaging that use multiple �11� or complex �12�
reference waves. Our method is well matched to the low
temporal coherence, high spatial coherence �4� optical field
produced by an HHG source. Our method involves a modi-
fied iterative reconstruction algorithm that enables high qual-
ity diffractive imaging using all of the photons from an HHG
source, and yields an order of magnitude improvement in the
efficiency of the use of photons in an HHG-based tabletop
x-ray microscope. We believe that this result will bring the
prospect of a tabletop high-resolution x-ray microscope sig-
nificantly closer.

A schematic of the experiment is shown in Fig. 1�a�. The
5 mJ, 30 fs laser pulses centered at a wavelength of 805 nm
are generated by a 1 kHz multistage multipass chirped-pulse
amplifier system pumped by three solid state diode lasers.

The laser pulses are focused by a lens with focal length
500 mm into a semi-infinite gas cell �300 mm length� with a
glass window at the entrance and a 200 �m pinhole at the
exit. The pressure of argon gas in the cell is kept at 25 torr
with continuous flow. The small exit pinhole is used to iso-
late the vacuum chamber from the argon gas-filled cell. The
pressure in the vacuum chamber is kept at �1�10−2 torr
outside the gas cell and at �10−4 torr in the experimental
chamber where the sample is located. The optimal interac-
tion length can be chosen through variation of the position of
the focus point relative to the exit pinhole. The diameter of
an aperture, which is placed in the path of the laser beam
before the focusing lens, can be used to control the effective
F-number, the spatial quality of the laser beam, and the peak
intensity in the focus area. The experimental system is ar-
ranged so that the HHG emission at the sample is confined to
just a few orders �13�.

The sample is mounted on a holder inside an experimental
vacuum chamber. The diffraction pattern is detected with a
CCD camera �Princeton Instruments� containing a 1340
�1300 array of 20 �m pixels. The distance between the
CCD and the sample is 6.5 cm. To further reduce the scat-
tered light an aperture with diameter of 5 mm is placed
directly downstream from the sample.

A monochromator was not used in this experiment and so
the illumination contained several harmonics. The spectrum
of the incident beam was determined via a maximum entropy
method analysis of the fringes produced by a Young’s two-
slit experiment �14�. A sample spectrum is shown in Fig.
1�b�. This method also yields a reliable estimate of the spa-
tial coherence length, which was found to be significantly
greater than 20 �m.

As a test target we have used a carbon grid windowed by
a pinhole. A carbon film of nominally 40 nm thickness with
an array of 2 �m diameter circular holes with a center-to-
center spacing of 3 �m was placed in front of an opaque
steel pinhole with a diameter of 20 �m. The carbon film is
not completely opaque to the incident light and so the dif-
fracted spectrum will be altered after transmission through
the foil. We here reconstruct the density distribution of the
sample and use the known optical properties of carbon �15�.

This data was acquired in two stages: The first consisted
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of 1000 frames of data each with an exposure time of
1.2 seconds. The short exposure time did not allow the ac-
quisition of high-angle diffracted data. The second stage in-
volved the acquisition of 30 data frames each with an expo-
sure time of 78 seconds. The low scattering angle data in
these frames was highly overexposed and the CCD was satu-
rated in these regions. The two data sets were then normal-

ized to each other and combined so as to retain the high-
angle scatter from the long exposure data with the
nonsaturated data from the short exposure time data; the total
exposure time was 59 minutes. The resulting combined ex-
perimental diffraction pattern is shown in Fig. 2.

The limiting factor in the exposure time is the ability to
acquire the high-diffraction angle data, which took
39 minutes. The largest harmonic component contains ap-
proximately one-quarter of the energy in the complete inci-
dent spectrum, and an efficient monochromator system, such
as wavelength-selective multilayer mirror, will have an effi-
ciency of around 25% �8�. Hence we estimated that the use
of multiple harmonics reduces the exposure time by a factor
of �16. The differences in the experimental arrangement
between the present work and other reports �8� make detailed
quantitative comparison of relative exposure times difficult.

Although the sample contains only a small number of
periods within its finite extent, its diffraction pattern has a
strong qualitative resemblance to the pattern that would be
produced by an extended periodic sample. Close inspection
reveals, however, that the pattern contains some important
differences, key among them being that there is significant
intensity in between, and structure to, the diffraction “spots.”
A second key feature is that the individual diffraction peaks
themselves contain a series of peaks produced by each of the
harmonics from the HHG source, so that the diffraction pat-
tern is an incoherent superposition of the diffraction by each
harmonic incident on the sample. We note that this diffrac-
tion pattern obeys the oversampling criterion �16� and that
the finite size of the object is critical to our ability to obtain
a reliable image reconstruction.

The reconstruction algorithm is schematically represented
in the flow diagram shown in Fig. 3. We assume that the
incident light has a spectrum distribution, F���, consisting of
a finite number of harmonics. We sample this spectrum into a
set of N values �512 samples equally spaced in optical fre-
quency�, Sk; k=1,2 , . . . ,N, and assume that there is negli-
gible interference between each component. This is a good
approximation for our exposure times, which are long com-

FIG. 1. �Color online� �a� Schematic of the HHG laser and dif-
fraction imaging experimental setup. �b� HHG source spectrum de-
duced from the Young’s double-slit experiment. The light incident
on the sample consists of approximately six well-defined harmonics
of the driving optical laser.

FIG. 2. �Color online� Diffraction data acquired from the
sample. This consists of the combination of two different exposure
times so as to allow for the measurement of the very intense low-
angle scatter and the relatively low intensity high-angle scatter. The
data is displayed on a highly nonlinear scale.

FIG. 3. �Color online� Flow diagram for the image reconstruc-
tion algorithm. The reconstruction takes place in two sections. The
first, denoted output 1, is the image from the modified Gerchberg-
Saxton iteration. The second, output 2, is a maximum entropy
method refinement step.
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pared to the beat time between adjacent modes. The observed
intensity distribution is therefore the incoherent superposi-
tion of the diffraction patterns from each spectral sample. We
define �D and �O as position vectors in the detector and
object planes, respectively.

The initial estimate for the object distribution was ob-
tained from the autocorrelation function of the sample ob-
tained by Fourier transforming the measured diffraction in-
tensity. The background was subtracted off the
autocorrelation data. As the data is very close to that of a
periodic structure, the remaining part of the autocorrelation
function has a periodic component. The central 3�3 periods
of the data were isolated and used to tile all of the image
space, initially without regard to the known support
information.

The exit wave field G��O ��k� leaving an object consisting
of a single known material with complex wavelength-
dependent refractive index n��� and illuminated with a co-
herent plane wave with wavelength �k can be written in
terms of the thickness function, T��0�, G��O ��k�
=exp�i 2�

�k
n��k�T��O��. For a single wavelength, �k, the

propagation of G��O ��k� to the detector plane can be de-
scribed using the paraxial free-space far-field approximation

���D ��k��− i
�kZ

F̂�k
�G��O ��k��, where ���D ��k� is the wave

field with this wavelength at the detector plane, F̂�k
denotes

the Fourier transform operator scaled according to the wave-
length and Z is the object-detector distance. Assuming no
interference between wavelength components, the estimated
intensity at the detector plane is given by IT��D�
=	k=1

N Sk����D ��k��2, where Sk are the spectral weightings
previously defined.

The values of Sk are modified by the properties of the
sample. Using the measured spectrum as a starting point, we
fit the predicted intensity distribution to the measured inten-
sity distribution via the distribution of spectral weights. We
first create a cost function

	 =
1

2P
	
j=1

P

�
IT��D� − 
IE��D��2, �1�

where IE�� j� is the experimental intensity distribution, and P
is the total number of experimental points. The spectrum
optimization procedure is based on the gradient descent op-
timization and is reached through several hundred iterations.

The amplitude constraint is defined through

���D��k� = ���D��k�

Ĩ��D��k�
����D��k��

. �2�

Each of the modes must individually satisfy the support con-
straint and so only one mode is propagated back to the
sample, to be used as the basis for the update of the estimate
T��o� in the next iterative cycle.

A scanning electron microscope image of the sample is
shown in Fig. 4�a�. The resulting reconstruction is shown in
Fig. 4�b� which used the support indicated by the dotted
circle shown. It can be seen to be an excellent reconstruction.
The reconstruction in Fig. 4�b� was further used as the start-
ing point for a maximum entropy method �MEM� recon-

struction algorithm �17� so as to eliminate all the features not
demanded by the data; the refined reconstruction is shown in
Fig. 4�c�, showing excellent agreement with the image in
Fig. 4�a�.

The MEM refinement produces a much smoother image
but some of the detail in the sample is lost, indicating that the
algorithm is probably underfitting the data due to an overes-
timate of the noise level. The faint crosslike structure that
can be discerned within each of the individual pinholes prob-
ably has a related origin. Note that the otherwise circular
pinhole is cut off by a piece of polymer across the top on the
images in Fig. 4. This polymer is opaque to the electrons, but
it is possible to see the individual pinholes through this struc-
ture in the x-ray image, consistent with the greater penetra-
tion of this radiation. Also note that the pinhole array extends
slightly further for the x-ray image than for the electron im-
age, and that the edge of the larger pinhole is sharper in the
x-ray image. We attribute these features to the x rays having
greater penetration than the electrons and the x-ray image
having a greater depth of field than the electron image.

The reconstruction algorithm directly returned a value for
the average sample thickness of the carbon foil of
�37�2� nm, consistent with its nominal thickness. We fitted
a sigmoid to the edge distributions in the image �Fig. 4�d�� to
obtain an estimated full width at half-maximum for the res-
olution function of �165�5� nm. If the resolution, 
, is de-
termined by the relationship 
=0.94� /NA �Sparrow crite-
rion�, where NA is the numerical aperture of the detector,
then the observed resolution is consistent with an effective
wavelength of �35�1� nm, close to the central peak wave-
length in the incident spectrum.

FIG. 4. �Color online� �a� A scanning electron microscope image
of the sample used in the diffraction experiment. �b� Output from
the first stage, Gerchberg-Saxton, of the iterative scheme. The dot-
ted circle indicates the support assumed in the reconstruction. �c�
Output after the maximum entropy methods step of the data recon-
struction. �d� The line out through one of the small pinholes shows
the curve fitting used to estimate the spatial resolution of
�165�5� mm. This resolution is consistent with diffraction-limited
imaging at a wavelength of about 35 nm with this experimental
geometry.
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In conclusion, a study demonstrating diffractive imaging
using multiple-wavelength sources has been presented. The
reconstruction from such data is not possible using iterative
methods that implicitly assume perfect coherence. These re-
sults will enable better utilization of HHG sources for dif-
fractive imaging. Our approach will also facilitate the recon-
struction of images in the presence of the moderate
longitudinal coherence expected in the output from unseeded

x-ray free electron lasers, in which case the longitudinal co-
herence properties of these sources should not pose any ob-
stacle to the diffractive imaging of very large samples or,
perhaps, molecular clusters.
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