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A wave-packet propagation study is presented of the ionization dynamics of xenon and hydrogen Rydberg
atoms interacting with a metal surface in the presence of an external field. The calculations are performed using
a Coulomb-wave discrete variable representation, which allows an efficient extension of previous calculations
to a higher principal quantum number. The wave-packet calculations include nonadiabatic effects at avoided
energy level crossings. Ionization probabilities as a function of distance from the surface are compared with
complex-scaling calculations, which assume purely adiabatic traversal of the avoided crossings. A comparison
is made between the dynamics calculated for the “normal” experimental situation, where the applied field is
oriented so as to repel positive ions away from the surface, versus the dynamics for the reversed field situation,
in which electrons are repelled from the surface. Overall it is clear that reversing the field direction has a
pronounced effect on the ionization dynamics for any given starting level and that the nonadiabatic effects are
most pronounced in the reversed field case. For certain field ranges, electron flux is found to be “backscattered”
away from the surface in the reversed field configuration. Preliminary mean-field calculations are also pre-
sented to evaluate the effect of the acceleration of the atom on the ionization dynamics.
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I. INTRODUCTION

The interaction of Rydberg atoms and molecules with me-
tallic surfaces, and the associated resonant charge-transfer
process, has been the subject of many previous experimental
�1–7� and theoretical studies �8–19�. As is discussed in more
detail in our previous work �4,5�, such studies are of rel-
evance to the understanding of plasma-surface interactions,
ion sputtering, nanoscale pattern deposition, the study of
electronically excited states at surfaces, and the thermal
emission of Rydberg atoms from a surface, and they also
offer possibilities for control of certain forms of surface
chemistry.

As a Rydberg atom or molecule approaches a metal sur-
face, the energies of the Rydberg states are perturbed by the
surface potential generated by the image charges of the Ry-
dberg electron and core. At small atom-surface separation
��4n2a0, where n is the principal quantum number�, the Ry-
dberg atom or molecule may be ionized by resonant charge
transfer of the Rydberg electron from the discrete localized
atomic or molecular level to the continuum of delocalized
unoccupied metal states, with which the Rydberg electron is
degenerate in energy. Experimentally, this surface ionization
can be observed by detecting the resulting positively charged
ion through the introduction of a large positive potential to
the metal surface to act as an extraction field �4–7�. If no ion
extraction field is applied or the field is reversed, the posi-
tively charged ion will be accelerated �by its image charge�
towards the metal surface. A number of competing processes
control the fate of the ion �20�, such as collisional dissocia-
tion �for a Rydberg molecule�, resonant neutralization, and
Auger neutralization. If an adlayer is present on the surface
then ion-molecule surface chemistry is also possible. The
multielectron Auger process involves the emission of sec-
ondary electrons from the metal surface; in principle, these
electrons may be detected by simply reversing the direction

of the applied field relative to that used in the “normal” ion-
extraction scheme. Indeed, in recent experiments involving
the interaction of H2 Rydberg molecules with metal surfaces,
we have succeeded in detecting an electron signal from the
surface ionization �21�, and therefore an understanding of the
ionization dynamics in the reversed field is required. Al-
though it is not possible to deal with the full dimensionality
of a hydrogen molecule–surface system at present �the rota-
tional motion of the ion core playing an important role �4,5��,
the focus on atomic systems, both hydrogenic and nonhydro-
genic, reveals dynamical properties that should be character-
istic of all Rydberg systems.

For experiments in which the ions are detected, the results
are typically presented in the form of a “surface-ionization
profile,” in which the total ion signal is plotted as a function
of extraction field, and this profile can be directly related to
the probabilities of ionization at different distances from the
metal surface �4�. Recent time-dependent wave-packet
propagation studies �16,22� have shown that for a Rydberg
system with many electronic states closely spaced in energy,
the inclusion of nonadiabatic effects is essential if one wants
to accurately reproduce the experimental surface-ionization
profiles, since the coupling between these Rydberg states has
large effects in the appearance of the profile. The advantage
in using such a time-dependent approach is that all the nona-
diabatic transitions that may occur between the Rydberg
states during the collisional process can be taken into ac-
count naturally. This time-dependent wave-packet propaga-
tion approach has been used by Sjakste et al. to investigate
the charge transfer of a xenon Rydberg atom at a metal sur-
face �16�, providing an explanation for the experimental re-
sults of Hill et al. �6�. In that particular theoretical study, the
Rydberg states considered have lower principal quantum
numbers �n� than those studied experimentally �7�n�8 in-
stead of 13�n�20�, and the collision velocities used in the
calculations are up to two orders of magnitude larger than
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those used in the experiments. The difficulty in performing
calculations at principal quantum numbers and velocities ap-
propriate to experiments arises from the scaling properties of
the size of the Rydberg orbital and the distance for the onset
of surface ionization �9�, both of which increase as n2. As a
result, on moving to higher quantum numbers the calcula-
tions rapidly become more computationally demanding,
since the size of the grid upon which the wave packet is
propagated, the number of grid points required to adequately
describe the ionization process, and the number of time steps
required to propagate the wave function before the Rydberg
atom is surface ionized increases rapidly.

In the wave-packet calculations of Sjakste et al. �16� a
change of variable in the cylindrical coordinates is per-
formed to concentrate more grid points near the origin, in
order to treat the Coulomb potential most efficiently. In this
paper, we show that the resonant charge-transfer process can
be more efficiently described using a Coulomb-wave discrete
variable representation �CWDVR� �23–25� for the radial co-
ordinates in the wave-packet calculations. This allows for
studies involving both higher principal quantum numbers
and/or lower velocities. The aim of the present work is to
utilize the CWDVR in our time-dependent wave-packet
propagation calculations alongside the time-independent
complex-scaling approach �8� to gain further understanding
on the surface-ionization dynamics of both hydrogenic and
nonhydrogenic systems under various field conditions �ion-
and electron-extraction fields� and collisional velocities.

Full reviews of the CWDVR used in our wave-packet
propagation, and of the regularized Lagrange-Laguerre DVR
used in both the initial diagonalization of the Hamiltonian in
the wave-packet calculation and in our complex-scaling cal-
culations, are given in Refs. �23,26�, respectively; only a
brief summary will be given in this paper. Unless stated oth-
erwise, we use atomic units throughout.

II. THEORY AND IMPLEMENTATION

To study the charge-transfer process of the Rydberg elec-
tron to a metal surface, we treat the center-of-mass motion of
the ion core of the Rydberg atom classically and monitor the
time evolution of the electronic wave function under the in-
fluence of the potential due to the metal surface. The initial
quantum-state-selected electronic wave function is dis-
cretized on a spatial grid �see Section II B�. To minimize the
area covered by the numerical grid, and thus the total number
of grid points, we have chosen to define the electronic coor-
dinates with respect to the moving atomic frame. In the
atomic frame, the ion core is taken to be stationary and is
located at the origin, whilst the metal surface is incoming
from the negative z axis at a constant collisional velocity.
This constant velocity assumption, which does not correctly
describe the coupling between the nuclear and electron dy-
namics, is used as a first approximation. However, at the
experimental range of collisional energies �4,6�, this approxi-
mation cannot be fully justified and the errors associated
with this assumption are discussed in Sec. III C. In perform-
ing the Galilean transformation from the surface-fixed frame,
we have used an unmodified form of the metal surface po-

tential. This is justified by the fact that the collisional veloci-
ties considered in this work are very much lower than the
velocities of the metal electrons at the Fermi level �27�. The
metal surface is assumed to be invariant with respect to ro-
tation about the surface normal, and so the system exhibits
cylindrical symmetry. With this assumption, the surface-
ionization problem becomes two dimensional �see Fig. 2�,
and the azimuthal � coordinate can be ignored. The evolu-
tion of the electronic wave function �in the two-dimensional
z-� plane� as the surface approaches is described by the time-
dependent Schrödinger equation �see Sec. II A�, and is stud-
ied by applying the time-evolution operator to an initially
selected wave function �see Sec. II C�. The ionization prob-
ability of the Rydberg atom is then measured by calculating
the outgoing electron flux into the metal surface and towards
the edge of the spatial grid �see Sec. II E�.

A. Nuclear trajectory and the electron Hamiltonian

As stated above, as a first approximation, the motion of
the Rydberg ionic core is assumed to be classical and follows
a straight line trajectory perpendicular to the surface, i.e., the
atom-surface separation d at time t is given by

d�t� = d0 − v�t , �1�

where d0 is the initial atom-surface separation at t=0 and v�

is the velocity of the Rydberg atom perpendicular to the sur-
face.

The electronic wave functions are the solutions to the
time-dependent Schrödinger equation as follows:

i
�

�t
��r;t� = Ĥ��r;t� , �2�

with

Ĥ�r;t� = T̂�r� + V̂atom�r� + V̂��r;t� . �3�

In this equation, T̂�r� is the radial kinetic-energy operator,

V̂atom�r� is the “atomic” potential energy operator that in-
cludes the centrifugal potential �which has been expanded
over a spherical basis in the equation below� and the Cou-
lomb potential,

V̂atom�r� = �
l,m

l�l + 1�
2�r2 �lm�	lm� + V̂c�r� , �4�

and V̂��r ; t� is the “perturbing” potential-energy operator

composed of the applied electric field potential V̂F�z� and the

cylindrically symmetric surface potential V̂surf�z ,� ; t�,

V̂��r;t� = V̂F�z� + V̂surf�z,�;t� = Fz + V̂surf�z,�;t� . �5�

The surface potential experienced by the Rydberg electron
includes the attractive electron–image-electron interaction
Vee and the repulsive electron–image-proton interaction Vep,

Vsurf�z,�;t� = Vee�z;t� + Vep�z,�;t� . �6�

For the electron–image-electron interaction we adopt the
analytical Jellium-model potential proposed by Jennings et
al. �28� for a free-metal surface
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Vee = 

− 1 + exp�− ��z + d�t� − z0��

4�z + d�t� − z0�
if �z + d�t�� � z0

V0

A exp�B�z + d�t� − z0�� + 1
otherwise, 


�7�

with

A = − 1 − 4V0/�, B = − 2V0/A .

For the aluminum surface studied here, the parameters above
take the values V0=−0.574, z0=0.7, and �=1.25 �28�. The
electron–image-proton potential is treated classically using
the image-charge model and is given by

Vep =
1

��d�t� + �z + d�t���2 + �2
. �8�

The form of the total potential, Vsurf, and its contributions
�Vee and Vep� are shown in Fig. 1.

The attractive interaction between the ion and the image
ion is ignored here since it will lower the energy of all states
equally and does not affect the wave function of the Rydberg
electron �though it is included in our later calculations �see
Sec. III C��. Note that due to the cylindrical symmetry of the
overall potential, the magnetic quantum number ml is con-
served; only ml=0 states are considered for all cases studied
in this paper.

The initial wave function is found by diagonalizing the
Hamiltonian given by Eq. �3� at time t=0 and distance d
=d0. The initial atom-surface separation d0 is chosen to be
large enough that negligible surface ionization takes place
before the atom reaches this separation, and that the surface
potential is not yet large enough to bring about any level
crossings. For the calculations carried out in this paper, d0 is
typically set to values 	6n2a0, where n is the principal quan-
tum number of the state of interest. In this initial diagonal-

ization step, the angular coordinate is described by a Leg-
endre polynomial in the finite basis representation �FBR�
�29�. Although it is possible to carry out the diagonalization
directly in the CWDVR basis for the radial co-ordinate �see
below�, at such large separations from the surface where the
surface ionization is negligible and the radial extension of
the wave function into the metal surface is small, it is unnec-
essary to include such a large number of grid points at large
radii. We therefore carry out the initial diagonalization step
using a regularized Lagrange-Laguerre basis �26� for the ra-
dial coordinate, and then project the appropriate initial wave
function onto the CWDVR basis.

B. Coulomb-wave discrete variable representation

The Coulomb-wave discrete variable representation
�CWDVR� proposed by Dunseath et al. �23� is used in our
calculations to describe the electron wave function in the
radial coordinate. The CWDVR consists of grid points de-
fined as the positive roots of a positive-energy Coulomb
function. The grid points are nonuniformly distributed, with
a high concentration of points near the Coulomb singularity,
and an almost regular spacing at large distances �see Fig. 2�.
The particular advantage of using this discrete variable rep-
resentation �DVR� is that the Coulomb singularity is treated
naturally and so no regularization of the potential near the
origin is required. The distribution of grid points can be con-
trolled by adjusting two grid parameters 
 and Z as defined
in Ref. �23�. The grid parameter Z varies the concentration of
points near the Coulomb singularity, while 
 varies the sepa-
ration between grid points at large distances. Thus, the
CWDVR is particularly suited for the surface-ionization
problem, which involves wave functions that are bound by
the Coulomb potential at small distances, but become free
waves when the electron is transferred into the metal. Typical
calculations for the n=10 states of the hydrogen atom and
the �=7 states of the xenon atom �� is the effective principal
quantum number� presented in this work involved 603 and
474 radial points, respectively.

In the CWDVR, the kinetic-energy matrix is given by a
simple analytical expression �23�, and the potential-energy
matrix in the radial coordinate is diagonal, with matrix ele-
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FIG. 1. �Color online� Plot of the surface interactions Vee and
Vep �Eqs. �7� and �8��, the total surface potential Vsurf, the Coulomb
potential Vc, and the total potential experienced by a Rydberg elec-
tron in the absence of an external electric field �Vc+Vsurf�. The
surface is positioned at the electron coordinate �with respect to the
ion-core position� of z=−15a0.
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FIG. 2. A schematic illustration of the CWDVR grid, as used in
the wave-packet calculations, in the reference frame of the ion core.
Note the higher concentration of grid points near the origin and the
regularly spaced points at large radius. The distance of the ion core
from the metal surface is labeled d, rabs is the lower bound of the
absorbing potential and the position of the radial flux plane, and
rmax is the maximum radius of the numerical grid and the upper
bound of the absorbing potential.

WAVE-PACKET PROPAGATION STUDY OF THE CHARGE-… PHYSICAL REVIEW A 79, 012901 �2009�

012901-3



ments given by the value of the potential at the grid points as
follows:

Tij
DVR = − �ij

W�ri�
6

+ �1 − �ij�
1

�ri − rj�2 , �9�

Vij
DVR = �ijV�ri� , �10�

where W�ri�= �
2+2Z /ri�, and 
 and Z are the grid param-
eters. In our computation, the positive-energy Coulomb wave
function and its derivative �required for calculating the
quadrature weights� for the CWDVR are computed using the
COUFLG subroutine of Barnett �30�, and the roots, which
are the positions of the radial grid points, are found using the
Newton-Raphson method �31�.

C. Time propagation

The formal solution of Eq. �2� is

��t + 
t� = e−iĤ
t��t� . �11�

Starting from an initial wave function ��t�, the wave func-
tions of the system at a later time, ��t+
t�, may be com-

puted through the action of the propagator e−iĤ
t. For small
time steps, the propagator may be approximated by the sym-
metric split operator �32�

e−i�H−i��
t = e−i�V�/2�
te−i�T+Vatom−i��
te−i�V�/2�
t, �12�

where T, Vatom, and V� are the matrix representations of the
operators defined in Eq. �3�, and −i��r� is the absorbing po-
tential �see Sec. II D�. The error associated with the split
operator expression �Eq. �12�� decreases as the size of the
time steps decreases, and, for typical calculations carried out
in this work, a time step of 
t=1 a.u. is found to be suffi-
cient. From Eq. �12�, the advantage of using a radial DVR
and an angular FBR-DVR �29� is now clear. The kinetic-
energy matrix T in the CWDVR is given by simple analyti-
cal expressions �Eq. �9�� and the time-independent potential-
energy matrix Vatom is diagonal in the radial DVR and the
angular FBR, and is given by the value of the potential at the
radial grid points for a given angular-momentum quantum
number l. Hence the middle term in Eq. �12� can be precom-
puted before the propagation of the wave function.

The time-dependent potential term V�, which depends on
both the radial and angular coordinates is diagonal in both
the radial DVR and angular DVR. Since the Legendre poly-
nomial FBR-DVR transformation matrix can be easily com-
puted by diagonalizing a tridiagonal matrix �33�, the opera-
tion of e−i�V�/2�
t on the wave function can be evaluated by
simply transforming the wave function between the angular
FBR and DVR and multiplying by a diagonal matrix; the
matrix elements are given by the exponential of the value of
the potential at the given radial and angular points,

e−i�V�/2�
t = UDV
e U†, �13�

where DV
e is a diagonal matrix with elements DVii

e =eVii�
DVR

,
and U is the angular FBR-DVR transformation matrix �29�.

D. Absorbing potential

To remove the spurious reflections of the wave function at
the edge of the grid and to maintain the correct outgoing-
wave boundary condition for the electron wave function, the
Manolopoulos transmission-free absorbing potential �34,35�
−i��r� is added to the Hamiltonian.

H = H − i��r� , �14�

where −i� is a diagonal matrix with elements

− i��r�h�r − rabs� . �15�

r is the electron radial coordinate, rabs is the radial lower
bound of the absorbing region, and h(f�r�) is the Heaviside
step function. The negative complex potential −i��r� has the
form

− i��r� = − i
y�x�

2
�2�


r
�2

, �16�

where

x =
c�r − rabs�


r
, �17�

and the approximate form of y�x� is �35�

y�x� =
4

�c − x�2 +
4

�c + x�2 −
8

c2 . �18�

Here 
r=rmax−rabs is the width of the absorbing region, rmax
is the maximum radius for the numerical grid, and the nu-
merical value of c�2.622 06 �34,35�. The width of the ab-
sorbing region, 
r, depends on the momentum of the outgo-
ing wave. For the calculations carried out in this paper, it has
been found that a width of 30a0 is sufficient to remove the
outgoing wave function at the edge of the grid. A schematic
illustration of the CWDVR grid, the absorbing boundary, and
the coordinates used in the wave-packet calculations is
shown in Fig. 2.

E. Ionization detection

To study the ionization of the Rydberg electron, the total
electron density lying within the region enclosed by the
lower bound of the absorbing region �rabs� and the metal
surface is monitored as a function of the atom-surface dis-
tance. The derivative of the electron population inside this
“bound” region with respect to the atom-surface separation
may be interpreted as the probability �per unit length� of the
Rydberg atom ionizing at that distance. This is equivalent to
having a stationary circular flux plane with radius rabs that is
truncated by a moving �z-� flux plane, which represents the
approach of the metal surface. It is important to include the
“vacuum” boundary as well as the metal flux plane because,
on carrying out the wave-packet propagation calculations
presented below, it was found that not all of the electron
density escapes into the metal; under certain field conditions,
some density escapes through the vacuum side away from
the metal. It is also important to have a sufficiently large
radius rabs such that the Rydberg electron may be considered
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as ionized beyond this radial limit. For the calculations car-
ried out in this paper, rabs is typically set to values of
	6n2a0. To study the fraction of “forward” ���90° � and
“backward” ���90° � flux, forward and backward radial flux
planes using the flux operator �36� are also used to study the
outgoing electron density.

F. Xenon pseudopotential

For a nonhydrogenic atom, the interaction of the excited
Rydberg electron with the ion core is a complex many-body
problem and cannot be solved exactly. A simple way to treat
this interaction is to use a set of l-dependent pseudopoten-
tials, which can be adjusted such that the calculated atomic
energies of the Rydberg states using the pseudopotentials
match the experimentally determined quantum defects
�37,38�, whilst maintaining the correct number of radial
nodes. Following previous studies �14,16�, a Bardsley
pseudopotential �39� of the form

VPS�r� = −
1

r
+ �

l

Vl�r��l�	l� , �19�

with

Vl�r� = Ale
−Br2

−
�d

2�r2 + d2�2 −
�q

2�r2 + d2�3 �20�

is applied to the case of the xenon atom, where �d
=4.044 a.u., �q=14.235 a.u., B=0.01, and d is set to 1.0a0
�14�.

For the n=7 states, the coefficients Al used in this work
are given in Table I. Note that these parameters are different
from those given in Ref. �16�. The parameters used in this
work have been adjusted to produce radial wave functions
with the correct number of radial nodes as well as energies
corresponding to the experimental quantum defects.

G. Time-independent complex-scaling calculations

The effect of the surface potential on the energy levels
and the energy widths ��� associated with the finite lifetimes
of these Stark states is determined using the time-
independent complex-scaling approach, as previously de-
scribed by Nordlander and co-workers �8�. In the present
work parabolic coordinates �40� are used in the implementa-
tion of the formalism; this choice of coordinates is justified
by the cylindrical symmetry of both the surface potential and
the externally applied electric field. Test results were com-
pared with previous calculations in spherical coordinates for
the H �9� and Xe �14� atoms to ensure correct application of
the method. Similar to conventional matrix diagonalization
methods, where the energies of bound states are given by the

eigenvalue of a Hermitian Hamiltonian matrix, the complex-
scaling approach involves the diagonalization of a “complex-
rotated” non-Hermitian matrix. This complex rotation im-
poses the correct resonance boundary condition on the wave
function of the resonance states, and the energies and half-
widths � /2, related to the lifetimes �, of decaying states by
�= 1

� , are obtained from the real and imaginary parts of the
eigenvalues, respectively.

In the complex-scaling calculations, the instantaneous
population n�Z=d� at a given atom-surface separation d �i.e.,
the fraction of atoms not ionized by the time the atom
reaches the distance d�, is derived for a specific quantum
state by

n�d� = exp� 1

v�
�

�

d

− ��Z�dZ� , �21�

where ��Z� is the Z-dependent level width �e.g., as plotted in
Fig. 5�. The probability of ionization at a given distance
P�Z=d� for a given collisional velocity can then be calcu-
lated by taking the derivative of Eq. �21� with respect to the
atom-surface separation. It should be noted that this calcula-
tion implicitly requires an assumption that the system fol-
lows a given level adiabatically �see below for further dis-
cussion�.

III. RESULTS AND DISCUSSION

The wave-packet propagation and complex-scaling calcu-
lations are applied in this section to collisions of H and Xe
Rydberg atoms with an aluminum surface. Particular atten-
tion is given to the effects of reversing the direction of the
externally applied electric field on the ionization dynamics of
the Rydberg atom. This reversed field case has been ne-
glected in previous theoretical work, presumably because of
the lack of related experimental data. For both directions of
the field, the effects of the magnitude of the applied field and
the collisional velocity of the Rydberg atom are examined.

The output of the wave-packet propagation calculations
are presented below in Figs. 3, 7, 8, 10, 13, and 16 as plots of
the ionization probability �per unit length� P�Z� versus dis-
tance of the atom from the surface Z for specified initial
quantum state, field, and collisional velocity. For the cases
where the direction of the field is set for ion extraction �F
positive�, these ionization curves can be related to experi-
mental ionization profiles �4–7� �ion extraction probability
S�F� versus field �F�� by the integration

S�F� = �
�

Zmin�F�

P�Z�dZ . �22�

Zmin�F� is the minimum position of ionization for which the
given applied field can pull the bare ion away from the sur-
face �5�.

A. Surface ionization of the hydrogen Rydberg atom

1. Comparision of the effects of the ion- and electron-extraction
fields on the ionization dynamics

Figure 3�a� presents the wave-packet propagation results
for the n=10, ml=0 states of the hydrogen atom approaching

TABLE I. The coefficients Al used in this work for the pseudo-
potential of the xenon atom �14,16�.

l=0 l=1 l=2 l=3 l�3

Al −1.17984 −0.89700 −0.49906 −0.00823 0
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an aluminum surface with a collisional velocity of 1.4
�10−3 a.u. ��3.06�103 ms−1� and under a constant ion-
extraction field of F=1�10−6 a.u. ��5.14�105 V m−1�.
Figure 3�b� presents the results obtained when the direction
of this extraction field is reversed, i.e., an electron-extraction
field of −1�10−6 a.u. is applied. A field of magnitude 1
�10−6 a.u. is relatively weak for this principal quantum
number, i.e., well below the Inglis-Teller field �41� �for n
=10, FI−T=3.3�10−6 a.u.�. The initially prepared Rydberg
Stark states are labeled in Fig. 3 by the parabolic quantum
number k, which runs from −�n−1− �m�� to �n−1− �m�� in
steps of two �41�. As shown in Fig. 4, the positive-k states
are blueshifted in the presence of a field �of either positive or
negative sign� whereas the negative-k states are redshifted.
Figure 3�a� shows that for the positive ion-extraction field,
the redshifted negative-k states are ionized at greatest dis-
tance from the surface. These states have wave functions
with electron density that is initially �at large atom-surface
separations� oriented towards the surface �see Fig. 4�, hence
they are most readily ionized. For the negative electron-
extraction field, however, it is the blueshifted positive-k
states that are ionized at greatest distance �see Fig. 3�b��, as it
is these for which the electron density is initially oriented
towards the surface.

This simplistic picture of wave-function orientation in the
applied field appears to provide a qualitative explanation of
the variation in ionization probabilities with k quantum num-
ber and with field direction. But the wave functions and the
energy levels are perturbed as the Rydberg atom approaches
the surface, and this evolution must be considered to explain

a number of other effects; for example, reversing the direc-
tion of the field leads to more oscillations in the ionization
curves for the electron extraction case �Fig. 3�b��, and in this
case the onset of ionization occurs at a shorter distance for
the most easily ionized states.

Figure 5 shows the calculated energies and lifetimes for
n=10 as a function of distance from the surface, obtained
using the time-independent complex-scaling approach �see
Sec. II G�. Unsurprisingly, Fig. 5 confirms that generally, for
a given atom-surface separation, the widths of surface-
oriented states are significantly larger than those of vacuum-
oriented states, i.e., surface-oriented states are surface ion-
ized further away from the surface.

The different shifts in energies shown in Figs. 5�a� and
5�c� for the various states can be explained with reference to
the form of the surface potential �Fig. 1�. For a vacuum-
oriented state, mainly the long-range surface potential, which
is dominated by the repulsive electron–image-proton interac-
tion Vep is probed. The repulsive electron–image-proton in-
teraction depends on both the electron z coordinate and the
atom-surface separation �Eq. �8��, and it increases as the
atom-surface separation decreases. Thus, the energies of the
vacuum-oriented Rydberg states increase with decreasing
atom-surface separation. In contrast, for a surface-oriented
state, the attractive surface potential may be probed provided
that the atom-surface separation is sufficiently small. This
attractive surface potential is dominated by the electron–
image-electron potential Vee, which lowers the energies of
the Rydberg states. As the atom-surface separation decreases
further, the electron–image-proton interaction, Vep, becomes
highly repulsive and once again dominates and the energies
of the Rydberg states increase again.

For the positive field �Fig. 5�a��, the higher-energy states
are initially vacuum oriented and there is therefore a spread-
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FIG. 3. �Color online� Wave-packet propagation results for the
ionization of the n=10, ml=0 states of the hydrogen atom ap-
proaching a metal surface under an externally applied field of �a�
+1�10−6 a.u.�5.14�105 V m−1 �ion-extraction field� and �b� −1
�10−6 a.u. �electron-extraction field�. The collisional velocity of
the Rydberg atom is 1.4�10−3 a.u.�3.06�103 m s−1.
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ing of the energy levels as the surface is approached, until
short distances are reached where all states move up in en-
ergy. For the negative-field electron-extraction scheme, the
higher-energy states are initially surface oriented in the field
and will tend to lower their energy as the atom approaches
the metal surface �Fig. 5�c��, while the lower-energy
vacuum-oriented states rise in energy. Thus there is a ten-
dency for the levels to converge and cross as the surface is
approached. Unlike the case of a hydrogen atom in a homo-
geneous electric field �Fig. 4�, avoided crossings occur in the
presence of the image charge field even within the same n
manifold for both directions of field; the surface potential
breaks the z-parity symmetry of the system allowing interac-
tion between the levels.

The larger number of possible avoided level crossings that
occur in the electron-extraction scheme is the origin of the
greater tendency for oscillations in the ionization probability
plots in Fig. 3�b� and the discontinuities in the plots of level
widths in Fig. 5�d�. The polarizations of the wave functions
�vacuum or surface-oriented� may become mixed at the
avoided crossings, changing the ionization dynamics. If the
system follows the avoided crossings adiabatically then there
will be sharp changes of ionization probability at distances
corresponding to these crossings, reflecting sharp changes in
the wave function.

The ionization curves are collectively shifted to lower
atom-surface separations in Fig. 3�b� compared to Fig. 3�a�.
Figure 6 shows that, for an ion-extraction field �F positive�,
the potential barrier on the surface side of the ion core be-
comes lower and thinner, thus enhancing the surface-

ionization process, while for the electron-extraction scheme
�F negative� the potential barrier on the surface side of the
core is raised and widened, thus hindering the surface-
ionization process. It is also worth noting that for the
electron-extraction field, the potential barrier on the vacuum
side of the core is lowered, and so there is a nonzero prob-
ability of surface-induced ionization involving a “backscat-
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FIG. 5. �Color online� Energies �left panel� and widths �right panel� of the n=10, ml=0 hydrogen atom Rydberg states under ion- and
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tered” flux of electrons �with respect to the nuclear trajec-
tory� to occur �see Sec. III A 4�.

2. Effects of the collisional velocity: Adiabaticity and
nonadiabaticity of crossings

In the Landau-Zener avoided-crossing model, the extent
to which crossings are traversed adiabatically is dependent
on the gradient of the energy levels at the crossings, the
collisional velocity of the Rydberg atom, and the magnitude
of the energy gap �42�. Previous calculations based on
complex-scaling theory have assumed that the avoided cross-
ings are traversed adiabatically.

To examine the importance of nonadiabatic transitions as
the Rydberg atom approaches the metal surface, Fig. 7 com-
pares the ionization probability curves obtained under an
adiabatic transition model from the complex-scaling calcula-
tions in Fig. 5, with those obtained from the time-dependent
wave-packet calculations, which include all nonadiabatic ef-
fects. Results are shown for the hydrogen n=10 states in the

presence of an electron-extraction field F=−1�10−6 a.u.
with collisional velocities of 1.4�10−3 a.u. and 1.4
�10−4 a.u. �the experimental velocity range typically is of
the order of 1�10−4 a.u.�219 m s−1 �4,5��. A “weak”
electron-extraction field has been chosen because under these
field conditions the Rydberg states will encounter a large
number of avoided crossings as they approach the metal sur-
face �see below�. Significant differences are observed be-
tween wave-packet and complex-scaling results at both ve-
locities, although as expected these are more pronounced at
the highest velocities when a nonadiabatic passage through
the crossings is more probable.

The positions of the ionization peaks in Fig. 7 are shifted
to marginally lower atom-surface separations in the wave-
packet results compared to the complex-scaling results, and
this shift increases with the collisional velocity. The shifts in
ionization peaks are attributable to the “time lag” between
the ionization of the Rydberg atom and the detection of the
Rydberg electron at the detection flux planes, and are depen-
dent on the distance of ionization and the relative velocity of
the ionized electron and the ion core. At typical experimental
velocities of �1�10−4 a.u. �4,5�, it can be seen from Fig. 7
that this effect is very small ��1 a.u.� and such a shift is
acceptable for the present qualitative discussions.

3. Effects of the magnitude of the applied electric field

Figure 8 shows the wave-packet propagation results for
the n=10, ml=0 hydrogen Rydberg states for both positive
and negative fields of magnitude 9�10−6 a.u., and Fig. 9
shows the corresponding energies and widths calculated
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FIG. 7. �Color online� Comparison of the results from the wave-
packet propagation calculations �positive axis� and the complex-
scaling calculations �negative axis� for the n=10 hydrogen Rydberg
states approaching a metal surface with collisional velocity of �a�
1.4�10−3 a.u. and �b� 1.4�10−4 a.u., in the presence of an
electron-extraction field of −1�10−6 a.u. Note that for clarity, only
a selection of Stark states is presented here. It becomes increasingly
difficult to obtain converged energies and widths from the complex-
scaling calculations at very low atom-surface separations ��30a0�,
and so these results are not shown.
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from complex scaling. By comparing Figs. 9 and 5 �calcu-
lated for F=1�10−6 a.u.� it can be seen that when the
strength of the electric field is increased, the number of
avoided level crossings decreases rapidly: the individual en-
ergy levels spread further apart at higher fields �Fig. 4�, and
the applied electric field competes with the field due to the
surface image charges for distances where ionization occurs.
In effect, an extra symmetry is imposed on the system by the
strong field.

The comparison of Fig. 8�a� and Fig. 3�a� shows that for
the ion-extraction scheme, both the lower-energy surface-
oriented states and the higher-energy vacuum-oriented states
are ionized further away from the surface as the field is in-
creased �this change is much smaller for the vacuum-oriented
states�. For the electron-extraction scheme �Fig. 8�b� versus
Fig. 3�b��, the higher-energy surface-oriented states are ion-
ized closer to the surface at higher fields, and the lower-
energy vacuum-oriented states are ionized further from the
surface. As shown in Fig. 6 the lower potential barrier at
higher fields facilitates ionization in the positive field and
hinders ionization in the negative field. But in the latter case
the vacuum-oriented states can also ionize via a backscat-
tered flux, which is enhanced as the field increases �see be-
low�.

4. Backscattering of the Rydberg electron

Using the wave-packet propagation approach, the fraction
of forward �towards the metal� and backward �away from the
metal� electron flux can be calculated by detecting the flux

going through a set of forward ���90° � and backward ��
�90° � radial flux planes positioned near the edge of the
numerical grid.

The results for a field of F=−9�10−6 a.u. are shown in
Fig. 10 �the backward flux has been plotted on the negative
axis�. As expected, only the most vacuum-oriented states
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FIG. 10. �Color online� The electron flux measured by the for-
ward ���90° � and backward ���90° � radial flux planes �posi-
tioned at rabs=930a0� plotted as a function of atom-surface separa-
tion for the n=10, ml=0 hydrogen states colliding with the surface
with the collisional velocity of 1.4�10−3 a.u. and in the presence of
an electron-extraction field of F=−9�10−6 a.u. The flux measured
by the backward flux plane is plotted on the negative axis.
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have a significant fraction of electron density escaping to-
wards the vacuum side. It is also found that as the strength of
the applied field increases, the fraction of backscattered elec-
tron flux increases, due to the further lowering of the
vacuum-side potential barrier with the increasing field. How-
ever, the range of fields at which significant backscattered
electron flux occurs is limited to the crossover region be-
tween surface ionization and direct field ionization, typically
a field range −1 /20n4�F�−1 /9n4.

At higher electric-field strengths, direct-field ionization
dominates and there would be a significant contribution to
the width associated with this field ionization process, even
at large separation from the surface where the surface poten-
tial is negligible. Figure 4 shows that for a field of �9
�10−6 a.u. the higher-energy states of the n=10 manifold lie
above the classical ionization threshold. Nevertheless, the
bulk of the electron density is located on the opposite side of
the ion core to the saddle point created by the field potential,
and therefore kinetically, the lowest-energy states with elec-
tron density located on the same side as the saddle-point field
ionize first �41�. At a field of strength −9�10−6 a.u., the
system has not fully undergone the transition from the pure
surface-ionization regime to the pure field-ionization regime.
The backscattered electron flux for the vacuum-oriented
states is therefore still a surface-induced process, where the
repulsive electron–image-proton potential Vep essentially
“pushes” the electron over the potential barrier on the
vacuum side of the ion core. Note however, the real experi-
mental time scale between the application of the extraction
field and surface ionization is of the order of microseconds
�4,5�. Therefore the kinetic stability of higher-energy states
in the Stark manifold �explained above� will have no effect,
and in reality, the field range for the observation of backscat-
tered electrons would be much smaller than suggested above.

5. Summary of the hydrogen atom results

For the hydrogen atom system, significant differences be-
tween the ion-extraction and electron-extraction fields are a
consequence of the different orientation of the electron cloud
relative to the surface, and of the greater number of energy
level crossings as the surface is approached in the latter case.
Even with this current constant velocity assumption, which
neglects any ion-core acceleration, time-dependent wave-
packet calculations are necessary to provide the most accu-
rate ionization profiles because nonadiabatic effects can
make a significant contribution to these profiles. A surface-
induced electron flux is predicted to occur in the backward
direction for the vacuum-oriented states at electron-
extraction fields close to the classical field ionization thresh-
old.

B. Surface ionization of the xenon Rydberg atom

It is of interest to compare the above calculations with a
study of the same effects in a nonhydrogenic system. Previ-
ous experimental studies �6� using xenon atoms have shown
that the ionization dynamics of the xenon Rydberg atom un-
der an ion-extraction field are very different from the hydro-
genic predictions. The onset of ionization for the most

vacuum-oriented state in the manifold is very similar to that
of the most surface-oriented state; this has been explained by
the exchange of ionization behaviors of the Rydberg states
near an avoided crossing between states of different n on the
Stark map �16�. The choice of xenon allows a comparison of
our implementation of the wave-packet approach �using the
CWDVR� directly with the implementation by Sjakste et al.
�16�, and potentially with the results of experiments �6�.

In our calculations, the Coulomb potential Vc in the
Hamiltonian given by Eq. �3� is replaced by the pseudopo-
tential VPS�r�, given by Eq. �19�. The Stark map �plot of the
energy levels against the applied electric-field strength� for
the ��7 states of the xenon atom calculated using the regu-
larized Lagrange-Laguerre mesh �26� is shown in Fig. 11.
�Note that the large quantum defects of the low-l states of Xe
shift states with n=10 or 11 into the �=7 region.�

Figure 11 is essentially the same as the Stark map shown
in Ref. �16�, except that the naming of the states has been
changed �since both directions of the applied field are con-
sidered here, we cannot assign specific vacuum or surface
orientation to the Stark states�. At zero field, states with l
�4 have nonzero quantum defects and are separated from
the rest of the manifold; these states have been labeled with
their associated l quantum number at zero field. States with
l	4, which remain degenerate in energy at zero field, have
been labeled H7 for the highest-energy state within the mani-
fold at nonzero field, H�7 for the second highest-energy
state, and L7 for the lowest-energy state. Unlike the case of a
hydrogen atom, avoided level crossings occur for nonhydro-
genic systems even in a homogeneous electric field �the
Runge-Lenz vector �43� is no longer conserved�.

1. Wave-packet results for ion-extraction fields

Figure 12 shows the results from our implementation of
the wave-packet approach �using a CWDVR� for the 7f , H7,
and the 11p states of xenon �solid lines� compared with the
results obtained in the study by Sjakste et al. �16� �dashed
lines� for a collisional velocity of 5�10−3 a.u. and an ion-
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FIG. 11. �Color online� Stark map of the Rydberg xenon ��7
states calculated using the Lagrange-Laguerre mesh method �26�. �
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extraction field of F=1.6�10−5 a.u. ��8.23�106 V m−1�
�this field value is close to the avoided crossing of the H7
and 11p states in Fig. 11.� Minor differences are observed in
the relative magnitudes of the peaks of the two sets of re-
sults, which may be explained by the slightly different values
of the parameters used in the pseudopotential.

The calculations using the “change of variables” method
in Ref. �16� typically required 2000�425 grid points, whilst
the calculations using the CWDVR outlined above require
only 474�70 �radial�angular� points to produce the data
presented in Fig. 12. This significant decrease in the number
of grid points clearly shows that the CWDVR is better suited
for ionization problems involving the Coulomb potential
�such as the surface-ionization problem studied here� than a
grid obtained from the coordinate transformations of uni-
formly distributed grids �16�. The reduction of the number of
grid points decreases the number of operations per time step,
and therefore allows for the possibility of carrying out cal-
culations involving lower collisional velocities and/or Ryd-
berg states of higher principal quantum numbers.

As explained in Ref. �16�, the double peaks in the electron
flux profiles shown in Fig. 12 for the H7 and the 11p states
are attributed to the mixing of the “initially” surface-oriented
�at large atom-surface separations �d�350 a.u.�� 11p state
with the initially vacuum-oriented H7 state as the xenon
atom passes through an avoided crossing between the H7
and 11p states at a distance of �250a0 from the surface �see
Fig. 3 in Ref. �16��. A shoulder is observed in the surface-
oriented 7f state curve in Fig. 12 at low atom-surface sepa-
ration even though this state appears far in energy from other
Rydberg states in the Stark map; this is due to an avoided
crossing with the L7 state at �130a0 from the surface.

2. Wave-packet results for electron-extraction fields

Figure 13 shows the ionization dynamics of xenon Ryd-
berg atoms in the presence of an electron-extraction field of
F=−1.4�10−5 a.u. ��3.06�103 m s−1� for three different

collisional velocities. Figure 14 shows the energies of the
Rydberg states as they approach the metal surface at this
field. At large distances all the Stark states in the �=7 energy
range �except for the 11s and L7 states� are well spread apart
in energy �see Fig. 11� but the L7 to H7 Rydberg states
encounter numerous avoided crossings as they approach the
metal surface. As in the case of the H atom �and for the same
reason� there is an increased number of avoided crossings in
the reversed electron-extraction field compared with the ion-
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FIG. 12. �Color online� Wave-packet results for the 7f , H7, and
the 11p states of xenon in an ion-extraction field of F=1.6
�10−5 a.u. and a collisional velocity of 5�10−3 a.u. The electron
flux into the metal surface was measured by the forward ��
�90° � radial flux plane. Solids lines are results obtained using the
CWDVR described in this work, and dashed lines are the results of
Sjakste et al. �16�.
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FIG. 13. �Color online� Wave-packet propagation results for the
ionization of the 7f , H7, and 11p xenon Rydberg states approaching
a metal surface in the presence of an electron-extraction field of
F=−1.4�10−5 a.u. and with the collisional velocity of �a� 1.4
�10−4 a.u., �b� 1.4�10−3 a.u., and �c� 1.4�10−2 a.u. Note the dif-
ferent scale of the x axis on the three plots.

10d

11p

9d

10p
7f

11s

L7

H7
H‘7

En
er

g
y

(a
.u

.)

Atom-Surface Separation, d (units of a
0
)

20 40 60 80 100 120 140 160 180 200

-0.3

-0.28

-0.26

-0.24

-0.22

-0.2

-0.18

-0.16

-0.14

FIG. 14. �Color online� The energies of the xenon n=7 manifold
in the presence of an electron-extraction field of −1.4�10−5 a.u. as
a function of atom-surface separation.
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extraction field. The interactions between the Rydberg states
are much stronger for the nonhydrogenic system compared
with the hydrogenic system. In the case of hydrogen, level
interactions only occur as a result of the perturbing surface
potential. In contrast, for a nonhydrogenic atom, level inter-
actions occur as a consequence of the externally applied
electric field as well as the surface potential. The energy gap
at the avoided crossings will generally be larger for Xe, mak-
ing it more likely that each crossing is traversed more adia-
batically. There are now more crossings however, and there
is also an increased probability of level transition through
nonadiabatic interactions between curves that are well sepa-
rated, and which would be regarded as noncrossing. Thus,
the ionization dynamics of the nonhydrogenic system are
strongly dependent on the collisional velocity.

The wave-packet results for the �=7 Rydberg states at the
lowest velocity �Fig. 13�a�� are very similar to those obtained
from complex-scaling calculations in the adiabatic level-
crossing limit. Surface ionization occurs at relatively large
distances before energy-level crossings occur and the process
is mostly adiabatic. In contrast, the comparison of wave-
packet results at the intermediate velocity �Fig. 13�b�� with
complex-scaling calculations shows that there is a significant
nonadiabatic transfer of population amongst the manifold,
and the ionization dynamics of the Rydberg states cannot be
described correctly using the time-independent approach.

For the lowest and intermediate velocity chosen in these
calculations �Figs. 13�a� and 13�b��, ionization of all three
states occurs principally at quite a similar distance. As shown
in Fig. 14, the vacuum-oriented 11p state does not share an
avoided crossing with its energetically adjacent states at
separations �50a0, accounting for its single-peaked ioniza-
tion curve �i.e., it is fully ionized before passing any avoided
crossings�. Figure 15 shows that the electronic wave function
of the 11p state is much less polarized in the field than that
of the H7 state, which has contributions from zero-field
states with higher angular momentum. Although the 11p
state �which in the presence of a field, does not have pure p
character� is mostly vacuum oriented, there is still a signifi-
cant fraction of its total wave function on the surface side of
the ion core, with an extension towards the surface similar to
that of the H7 state. As a result, the onset of ionization for
the 11p and H7 states is very similar in the presence of the
electron-extraction field. This can be contrasted with the case
of the ion-extraction field, where the 11p and H7 states ion-
ize at very different separations from the surface �see the
peak positions in Fig. 12�. In the ion-extraction field, the H7
state is far more polarized towards the vacuum than the 11p
state in the electron-extraction field �imagine that the surface
is located in the positive-z direction in Fig. 15 instead�, and
so it will ionize much closer to the surface.

At the highest calculated velocity �Fig. 13�c�� all states
show a highly complex behavior. The avoided crossings en-
countered as the Rydberg states approach the metal surface
are crossed more diabatically than at lower velocities, and
thus retain more of their ionization characteristics from the
wave function at large distances from the surface, i.e., the
largest ionization peak of the vacuum-oriented �when far
from the surface� 7f and 11p states appears much later than
the surface-oriented H7 state compared with the lower ve-

locities. However, even at a collisional velocity of 1.4
�10−2 a.u. there are still significant adiabatic contributions
from other Rydberg states, which can be seen by the
multiple-peaked structures of the ionization curves.

3. Backscattering of the electron flux

For the hydrogenic case, it was shown that when the
electron-extraction field is just below that required for field
ionization, the most vacuum-oriented states are “surface”
ionized by losing the electron toward the vacuum side of the
ion core. For the xenon atom, however, the backscattering of
the Rydberg electron can occur for any state that mixes with
a vacuum-oriented state as it approaches the surface.

Figure 16 shows the fraction of forward-scattered electron
flux and backscattered electron flux for the various higher-
energy states of the �=7 xenon Rydberg manifold at an
electron-extraction field of F=−2.3�10−5 a.u. In the pres-
ence of this externally applied field, the 11p and H�7 states
are vacuum oriented, and the H7 state is surface oriented at
large distances from the surface. Although it is predomi-
nately the vacuum-oriented states that exhibit a backscattered
electron flux, the mixing amongst the three states as they
approach the surface �shown by the shared ionization peaks�
results in the H7 state gaining some vacuum-oriented char-
acteristics on its trajectory towards the surface, and conse-
quently some of the electron density is backscattered.

4. Summary of the xenon atom results

It is shown that for xenon, as in the case of hydrogen, the
reversed orientation of the wavefunctions with respect to the
surface in the reversed electron-extraction field can have a
profound effect on the relative dynamics of the Rydberg
states. Due to the stronger level interactions in the nonhydro-
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FIG. 15. �Color online� Plot of the electronic wave function of
the H7 and 11p states in the presence of an electron-extraction field
of F=−1.4�10−5 a.u. The metal surface is located at z=−380a0.
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genic system, the ionization dynamics are affected by more
complex nonadiabatic transitions, which can only be prop-
erly described by time-dependent calculations. At sufficiently
high electron-extraction fields �just before direct-field ioniza-
tion�, the ionization dynamics is further complicated by the
possibility of backscattered ionization for states that exhibit
or gain vacuum-oriented characteristics �through coupling
with other close-in-energy Rydberg states� as they approach
the metal surface. Overall the differences between the ion-
and electron-extraction fields are even more pronounced for
the xenon Rydberg atom than the hydrogen atom.

C. Constant collisional velocity approximation

It is important to note that the results presented in this
work have been calculated under the assumption that the ion
core is moving at a constant velocity �the initial collisional
velocity�. We have applied this constant velocity assumption
as a first approximation to allow a comparison of our nu-
merical results with the work of Sjakste et al. �16�, and to
demonstrate that our application of the Coulomb-wave DVR
can potentially produce theoretical results at the experimen-
tal range of principal quantum numbers and velocities. We
have also used this simple approximation to examine the
qualitative effects of changing the direction of the applied
field, and the dependence of nonadiabatic effects on the ve-
locity of the ion core. However, the constant-velocity ap-
proximation cannot be correctly justified at the low colli-
sional velocities �in some cases comparable to experimental
velocities �4,5�� that are studied in this paper. At such low
velocities, the trajectory of ion core is susceptible to the
forces from the Rydberg electron and its image charge, and
the image charge of the ion core.

To correctly describe the dynamics of the Rydberg elec-
tron and the ion core, the coupling between the two systems

must be correctly included. We have carried out preliminary
mean-field calculations �44� to evaluate the validity of the
constant velocity approximation. The expectation value of
the electronic Hamiltonian �i.e., the mean-field potential� is
calculated “on the fly,” and the motion of the ion core under
this mean field �which also includes the ion-core–image-ion-
core attraction� is treated classically and propagated using a
velocity Verlet algorithm. The electronic dynamics is treated
quantum mechanically as before. In these preliminary calcu-
lations �carried out in the atomic-core centered frame�, we
have not included the electronic phase effects due to the
accelerating moving frame.

The calculations show that the mean-field potential results
in an overall acceleration of the ion core as the surface is
approached. This acceleration generally increases closer to
the surface as it becomes more dominated by the ion–image-
ion attraction. The increasing velocity of the ion core rein-
forces the need for a time-dependent wave-packet-type ap-
proach to capture some of the nonadiabatic effects occurring
during ionization. Figure 17 presents a comparison of the
results of the mean-field calculation with the constant-
velocity calculations for various hydrogen atom Rydberg
states at the field of F=−1�10−6 a.u., and the initial colli-
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FIG. 16. �Color online� The electron flux measured by the for-
ward ���90° � and backward ���90° � radial flux planes �posi-
tioned at rabs=345a0� plotted as a function of atom-surface separa-
tion for the H�7, H7, and 11p xenon Rydberg states colliding with
the surface with the collisional velocity of 1.4�10−3 a.u. and in the
presence of an electron-extraction field of F=−2.3�10−5 a.u. The
flux measured by the backward flux plane is plotted on the negative
axis.
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FIG. 17. �Color online� Comparison of the wave-packet results
for various n=10 hydrogen atom Rydberg states obtained using the
constant velocity approximation �negative axis� with results ob-
tained with the ion core moving under the mean field of the Ryd-
berg electron and its image charge �positive axis�. The magnitude of
the extraction field is F=−1�10−6 a.u., and the initial collisional
velocities are �a� 1.4�10−3 a.u. and �b� 1.4�10−4 a.u.
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sional velocity of 1.4�10−3 a.u. and 1.4�10−4 a.u.
The main effects of the increase of collisional velocity as

the Rydberg atom approaches the surface are to shift the
onset of ionization, and to extend the “tail” of the ionization
curves towards lower atom-surface separations. As expected,
these effects are much more pronounced for the lower initial
collisional velocity. Since the acceleration of the Rydberg
atom increases with smaller atom-surface separations, Ryd-
berg states that ionize closest to the surface are most strongly
affected. For the latest ionized, most vacuum-oriented states
shown in Fig. 17, the final collisional velocities are up to an
order of magnitude greater than the initial velocity. This in-
crease in collisional velocity increases the extent of nonadia-
batic transitions, as shown by the range of constant colli-
sional velocity studies presented in this work. These types of
changes in the ionization curves, caused by the acceleration
of the ion core, are much smaller for the heavier xenon atom
system.

Although at the low-collisional velocities, the wave-
packet propagation results for the mean-field calculations
show significant differences from the constant velocity ap-
proximation calculations, the qualitative findings on the ef-
fects of changing the direction of the applied field, and the
dependence of nonadiabaticity on the velocity of the ion core
given in this work are general and remain valid for both
accelerating and constant-velocity systems. However, it ap-
pears that in order to quantitatively compare the calculations
with the experimental results, inclusion of ion-acceleration
effects will be required. Application of the mean-field ap-
proach to reproduce the experimental results will be the fo-
cus of our future theoretical work.

IV. CONCLUSIONS

In this paper, we have developed a wave-packet propaga-
tion approach involving the Coulomb-wave DVR �CWDVR�
to treat the surface ionization of a Rydberg atom. By simply
varying the two grid parameters that control the distribution
of grid points at short and long range, the CWDVR can
efficiently treat both the bound electronic wave function
close to the ion core and the free electron wave, which has
escaped the Coulomb attraction. With this CWDVR, we have
demonstrated that the wave-packet propagation calculations
for the surface ionization of Rydberg atoms can be carried
out more efficiently �with fewer grid points� than with the
grids employed previously �16�, which should allow us to
produce quantitative results at the experimental range of
principal quantum numbers in the future.

The time-dependent wave-packet propagation approach
and the time-independent complex-scaling approach are two
complementary methods for studying the surface-ionization
problem. The complex-scaling approach can provide infor-
mation on which Rydberg states are interacting with the se-
lected state of interest and on the positions of their avoided
crossings as the Rydberg atom approaches the metal surface.
The calculated widths and lifetimes provide information on
the ionization dynamics of the Rydberg state in the adiabatic
limit. Through comparison with the wave-packet results,
which include all nonadiabatic effects, the extent of nonadia-

batic transitions that occur in the real dynamical system at
the given collisional velocity can be analyzed.

Using the wave-packet propagation approach involving
the CWDVR, alongside the complex-scaling approach, we
have focused on the effects of the direction of the externally
applied electric field �ion- and electron-extraction fields�, on
the surface-ionization dynamics of the H and Xe atoms. It is
found that for both systems, the ionization dynamics are very
different for the ion- and the electron-extraction schemes. In
the negative electron-extraction fields, the orientation of the
Rydberg electron density with respect to the surface is re-
versed and the states are likely to encounter more avoided
crossings as the atom approaches the metal surface. Conse-
quently, the wave function may switch character more
readily, but careful attention needs to be paid to the adiabatic
versus nonadiabatic nature of passage through these avoided
crossings. The ionization curves �ionization probability ver-
sus distance plots� are therefore strongly dependent on the
collisional velocity, and are often found to exhibit compli-
cated oscillations over a wide range of atom-surface separa-
tions. For a small range of fields just before direct-field ion-
ization takes place, an additional ionization mechanism is
predicted for the Rydberg atom in the presence of an
electron-extraction field. For the most vacuum-oriented
states, as the atom approaches the surface, a significant frac-
tion of the Rydberg electron density can escape towards the
vacuum side of the ion core �the electron is backscattered
with respect to the nuclear trajectory�. Rydberg states that
mix with vacuum-oriented states may also exhibit back-
scattering, particularly for the strongly interacting nonhydro-
genic system. For the ion-extraction scheme, the fraction of
backscattered electron density is negligible.

The work presented in this paper has been motivated in
part by the recent experiments involving the interaction of
H2 Rydberg molecules with metal surfaces �21�, where we
have succeeded in detecting an electron signal from the sur-
face ionization by applying an electron-extraction field. The
electron signal is observed over a considerably wider range
of fields and states than is predicted here for the atomic sys-
tems. The molecular system, however, introduces an addi-
tional level of complexity in that the rotational degrees of
freedom of the ion core are found to contribute to the surface
ionization process. An exchange of energy between the rota-
tion and the Rydberg electron occurs, enhancing the surface
ionization in a phenomenon we described previously as
“surface-induced autoionization” �4,5�. A much greater num-
ber of level crossings can also occur. The effect of the
rotation-electronic energy exchange is to allow surface ion-
ization at considerably greater distances than would be ex-
pected for comparable atomic systems, and this may allow
backscattering of electron flux to occur more readily. The
increased number of level crossings will also allow every
state to develop vacuum-oriented character at relatively low
fields. The present calculations do not address the rotational
coupling with the Rydberg electron and therefore cannot be
compared directly with experimental measurements of
electron-extraction probabilities; the inclusion of this addi-
tional degree of freedom is the subject of ongoing work in
our group.

In the future it may be of experimental interest to study
the surface ionization in the presence of an electron-
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extraction field for systems of greater chemical complexity:
in the negative field configuration the ion core is directed
towards �instead of being pulled away from� the metal sur-
face, allowing subsequent low-energy ion-surface collision
processes to occur. These processes might include bond dis-
sociation �for a molecular ion�, neutralization �by the metal
surface or adsorbates� followed by bond dissociation or bond
formation �with adsorbates� and other ion-surface chemistry.
To determine the collisional energy of the ion at the surface
where these processes can occur, the distance at which the
surface ionization occurs needs to be known �i.e., the varia-
tion of the probability of surface ionization with atom-

surface separation�; this is given directly by the results of
wave-packet propagation studies such as those carried out in
this work.
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