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We present ideas for controlling quantum dynamics in a dissipative environment using short, intense laser
pulses. The proposed algorithm is an extension of the well-established time-local pump-dump control scheme
to the density matrix formalism, using time-dependent targets. This provides a natural framework for guiding
the reaction along a desired path. As a test case, the selective photoexcitation of charge transfer and semi-
charge-transfer states of the LiCN molecule in a strong dissipative environment is studied.
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I. INTRODUCTION

In the past decades optical quantum control of chemical
reactions has attracted considerable interest �1,2�. Different
solutions have been proposed to study, drive, and character-
ize theoretically the very complex dynamics of small quan-
tum systems. Among the numerous approaches advocated by
theoreticians, the simplest one is to use analytical pulses
such as � pulses. These are known to work for population
control in nondissipative few-level systems and can be
adapted by iterative parameter variation for more compli-
cated systems. A great step forward is the so-called coherent
control �3–6�. In this framework one uses the knowledge of
the system to intuitively design analytical pulses to achieve a
specific target, exploiting interference effects between com-
peting reaction paths. The elegance of this approach has the
disadvantage of making the study of large systems difficult,
where the many competing reaction paths cannot easily be
simultaneously taken into account.

Optimal control theory �OCT� represents a good alterna-
tive for such intricate cases �7–17�. Selective pulses are
found iteratively by maximizing a global cost functional de-
signed to achieve specific targets while respecting a certain
number of constraints, such as maintaining a low optimal
field fluence. Each iteration requires forward and backward
propagations, and many cycles are usually necessary to con-
verge to a mathematical solution of the design equations.
Due to the numerical burden associated with such calcula-
tions, the algorithm becomes rapidly unstable as the system
size increases. Furthermore, to describe open systems, one
usually uses the reduced density matrix approach, as is the
case for the Redfield and Lindblad theories �18�, or uses a
stochastic description for energy relaxation and dephasing
�19–21�. The backward propagation can become unstable
when dealing with nonreversible systems, as part of the en-
ergy is lost to the environment upon forward time propaga-
tion and gained during backward propagation. As a result,
most of the optimal control calculations for dissipative sys-
tems to date were restricted to few-level systems.

To circumvent this problem it is possible to use local op-
timization procedures �8,22–28�. The main advantage comes

from the fact that no backward propagation is required,
which stabilizes the algorithm and renders it more efficient.
The stability is recovered at the expense of finding a solution
to a control equation which is valid only locally in time.
These methods are well established for propagating wave
packets representing isolated systems and we propose to ex-
tend these ideas to the reduced density matrix formalism.

An optimal control variant of the local time algorithm was
recently published �29�. The idea is to divide the full interval
into small subintervals and to optimize the cost functional on
the subinterval. For that purpose, so-called moving targets,
i.e., time-dependent target operators, were used to steer the
reaction along a desired path. Moving targets have been pre-
viously used �30,31�. It was found that the optimal subinter-
val size was equal to the time step size used for integrating
the equations of motion �29�. In Ref. �29� it was also ob-
served that within a subinterval many fewer forward-
backward propagations were needed than for global OCT on
a single interval. As a consequence, the stability of the algo-
rithm improves.

In the present paper we propose to use moving targets
within a purely time-local optimization framework without
any backward propagation. The time-dependent targets will
be used as a tool for guiding the reaction along a preferred
pathway, which is reminiscent of the coherent control idea.
The control equation is derived as a perturbation to a ratio-
nally designed field, the “reference field” Eref�t�, which fur-
ther stabilizes the algorithm. We dub our approach guided
locally optimal control theory �GLOCT�.

The paper is organized as follows. In the next section we
derive the equations for the proposed guided local control
scheme. The system of interest, the dissipation model, and
the associated equations of motion will be described briefly
in Sec. III. In Sec. IV we perform selective excitations of
charge transfer states of an embedded LiCN molecule and
analyze the algorithm’s behavior. The most important results
are then summarized in Sec. V.

II. GUIDED LOCALLY OPTIMAL CONTROL THEORY

In order to maximize the expectation value of a time-

dependent guide operator Ĝ�t� at the end of a laser pulse of
duration tf, we choose to define the cost functional
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J�E�t�� = ��Ĝ�tf���̂�tf��� + �
0

tf 1

��t�
�E�t� − Eref�t��2dt . �1�

Here, E�t� is an electric field, Eref�t� a reference field to be
specified below, and �̂�t� the reduced density operator repre-
senting a system of interest coupled to an environment. Fur-
ther, ��t� is a user-specified function to weight the signifi-
cance of the second term. Finally, double space notation has
been used to define the dot product of two operators in the

Liouville space, i.e., ��Â � B̂��=Tr	Â†B̂
.
There are many ways of optimizing Eq. �1� locally, e.g.,

by using OCT with time-dependent targets or a conjugate
gradient to numerically solve the design equation. The first
approach requires backward propagation at each time step,
whereas the second one might require a few iterations to
converge. We advocate a simpler procedure, which yields an
analytical expression for the locally optimal electric field.
Following Ohtsuki et al. �25�, we rewrite the equation as

J�E�t�� = �
0

tf d

dt
���Ĝ�t���̂�t����dt + �

0

tf 1

��t�
�E�t� − Eref�t��2dt

+ ��Ĝ�0���̂�0��� . �2�

The function Ĝ�t� is chosen as a linear operator and the
derivative on the right-hand side can be expanded to yield

J�E�t�� = �
0

tf ���Ġ̂�t���̂�t��� + ��Ĝ�t���̇̂�t���

+
1

��t�
�E�t� − Eref�t��2�dt + ��Ĝ�0���̂�0��� , �3�

where the overdots indicate time derivatives. We know that
the evolution of the system obeys the Liouville–von Neu-
mann equation, given in the semiclassical dipole approxima-
tion by

��̂�t�
�t

= −
i

�
�Ĥ0, �̂�t�� +

i

�
E�t���̂, �̂�t�� + LD�̂�t� . �4�

Here, Ĥ0 is the unperturbed Hamiltonian, �̂ is the system’s
dipole operator, and LD is the dissipative Liouvillian super-
operator, which will be discussed later. Replacing the deriva-
tive of the density operator in Eq. �3� by �4�, we obtain

J�E�t�� = �
0

tf 
��Ġ̂�t���̂�t��� −
i

�
��Ĝ�t���Ĥ0, �̂�t����

+
i

�
E�t�����̂, �̂�t���� + ��Ĝ�t��LD�̂�t���

+
1

��t�
�E�t� − Eref�t��2�dt + ��Ĝ�0���̂�0��� . �5�

Minimizing the functional using a conventional variational
procedure,

�J�E�t��
�E�t��

= lim
�→0

J�E�t� + ���t − t��� − J�E�t��
�

= 0, �6�

we obtain a simple expression for the locally optimal field as
a correction to a reference field,

E�t� = Eref�t� + ��t���Ĝ�t���̂ Im���t���� . �7�

The function ��t� is chosen so that the field vanishes at times
t=0 and tf, if this condition also holds for the reference field:

��t� = �0 sin2
�t

tf
� . �8�

Here, �0 is a user-defined parameter. In the present formula-
tion it is very simple to further constrain the amplitude of the
resulting field directly by setting, at each time step, E�t�
=min�E�t� ,Emax�. In the end, the field is thus restricted in
this work to a plateau shape with limt→0 E�t�=limt→tf

E�t�
=0 �see below�. Of course, this restriction is made for “prac-
tical” reasons and can be relaxed if desired. The resulting
locally optimized field can be analyzed using its Husimi
transform PH�t ,	� �32�, which is a Gaussian smoothing of
the Wigner quasi-probability distribution giving time- �t� and
energy- �	� resolved information. For more details, see for
example Refs. �33,34�.

A natural but otherwise arbitrary choice for the guiding

function Ĝ�t� is the desired time-dependent population evo-
lution of the system. Choosing to populate one or, sequen-
tially, several of the L eigenstates of the system, we have

Ĝ�t� = �
k=0

L−1

Okk�t�P̂k, �9�

where P̂k= �k��k� is the projector on state k. Of course,
choices other than �9� are possible. The time-dependent
weights Okk�t� are chosen here either as Okk�t�=0 if state k is
not to be populated, or as Gaussian functions centered at
time tk and with variance 
k,

Okk�t� = N�t�e−�t − tk�2/2
k
2
, �10�

where N�t� is a factor ensuring that the target operator is
normalized at any given time. Whereas conjugate gradient
procedures and OCT with moving targets optimize numeri-
cally the time-dependent cost functional to strictly mimic the
desired reaction path, the present approach follows this
“guide” as an analytical solution to the design equation—
merely a “suggestion” for the actual reaction path. This in-
creased flexibility in conjunction with the amplitude con-
straint should allow us to obtain experimentally realizable
optimal fields.

III. THE DISSIPATIVE TIME-DEPENDENT
CONFIGURATION INTERACTION METHOD

AND ITS EQUATIONS OF MOTION

In order to test this guided locally optimal control theory,
we study the selective excitation of charge transfer states of a
linear lithium cyanide molecule in a strong dissipative envi-
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ronment. This is performed using the time-dependent con-
figuration interaction approach �35�, as applied to the density
matrix to treat open systems �36�. For that purpose we define

the field-free electronic Hamiltonian Ĥ0 representing N elec-
trons in the field of NA nuclei. The nuclei are assumed to be
fixed at their equilibrium geometry on the whole excitation
time scale, which ranges up to 1 ps. The electronic eigen-

value problem Ĥ0�i=Ei�i is solved using standard configu-
ration interaction methodology. We first use the ground state
Slater determinant �0

HF to compute the spatial orbitals at the
restricted Hartree-Fock level. The full Hamiltonian is repre-
sented in a basis of singly excited configurations �r

a, which
are generated by exciting one electron from occupied orbitals
a to unoccupied orbitals r. In the present work we perform
laser-induced dipole switching experiments of singlet states
of LiCN, and only the corresponding excited configurations
1�a

r = �1 /�2���a
r +�ā

r̄� �	a ,r
 refer to � and 	ā , r̄
 to � spin
orbitals� were considered for the calculations. The diagonal-
ization of the resulting Hamiltonian matrix yields the con-
figuration interaction singles �CIS� energies Ei

CIS and wave
functions �i, which are given by

�i = D0,i�0
HF + �

a=L

N/2

�
r=N/2+1

M

Da,i
r 1�a,r, �11�

where Dk,i are expansion coefficients, L is the index of the
lowest occupied orbital, and M that of the highest unoccu-
pied orbital. The CIS energies are then further corrected by
perturbative inclusion of double excitations, giving CIS�D�
energies Ei

CIS�D�=Ei
CIS+Ei

�D� where Ei
�D� is defined elsewhere

�36,37�.
The CIS�D� eigenfunctions and energies are subsequently

used to represent the density operator compactly. We choose
to propagate the density matrix in the interaction representa-

tion �36�, i.e., �̂�t�=eiĤ0t/��̂I�t�e−iĤ0t/�. In the basis of the CIS
eigenstates, the equations of motion for the reduced density
operator then become

d�mn
I

dt
=

i

�
E�t��

j=1

L

�e−i
mjt�mj� jn
I − e−i
jnt�mj

I � jn�

+ e−i
mnt�m�LD�̂�n� , �12�

where L is now the number of CIS�D� eigenstates and
�
mn=Em

CIS�D�−En
CIS�D� the energy difference between states

m and n. �mn
I is the 	m ,n
 element of the density matrix in

the interaction picture and �mn= ��m��̂��n� is the associated
dipole matrix element. �The vector character of the dipole
operator �̂ and of the field E�t� is neglected for the moment;
see further below.� The equations of motion are solved nu-
merically using a Cash-Karp Runge-Kutta integrator with
adaptive step size �36,38,39�. Due to the varying time steps
the problem is highly nonlinear. This is more than compen-
sated by the self-controlled error mechanism of the embed-
ded Runge-Kutta algorithm, which ensures internal consis-
tency of the propagation on the whole time interval.

The energy dissipation in this so-called open system is
studied using the semigroup formalism, introduced by Kos-
sakowski and co-workers �40,41�. In particular we use here

the Lindblad formalism �42�, which ensures semipositivity of
the reduced density matrix and thus allows interpretation of
its diagonal elements as populations of the associated states.
We simulate the effect of energy relaxation in an electron-
rich environment such as a metal surface using raising and
lowering operators �36,43�, and we choose to neglect the
effects of pure dephasing. In the basis of the subsystem
eigenstates, the matrix elements of the appropriately defined
dissipative Liouvillian are then given by �36�

�n�LD�̂�n� = �
j=1

L

�� j→n� j j − �n→j�nn� , �13�

�m�LD�̂�n� = −
1

2�
j=1

L

��m→k + �n→k��mn if m � n .

�14�

Here, �m→n is the transition rate between states m and n.
Rather than calculating the latter from a specific microscopic
model, we simply evaluate the downward transition rates by
scaling the Einstein coefficients for spontaneous emission as

�m→n =
n��mn

tot �2

3��	0c3
mn
3 . �15�

Here, c is the speed of light, 	0 its electric permittivity, and
��mn

tot �= ��mn,x
2 +�mn,y

2 +�mn,z
2 �1/2 the total transition dipole mo-

ment. The factor n is the refractive index �n=1 in vacuum�
which we interpret here as a scaling factor to mimic the
presence of a dissipative medium. In the following we set
n=105. This gives rise to lifetimes of a few hundreds of
femtoseconds, which are not unusual for surface reactions.
Upward transitions are forbidden at zero temperature, which
is assumed here. For more details on the present dissipation
model, the reader is referred to Ref. �36�.

IV. SELECTIVE CHARGE TRANSFER AND DISSIPATIVE
SUBSYSTEM DYNAMICS IN LiCN

A. The model

For controlled electron dynamics in a dissipative environ-
ment, the same model as in Ref. �36� has been used. In order
to obtain the CIS�D� energies, all calculations are made by
fixing the geometry of the molecule at its Hartree-Fock �HF�
6-31G* optimized equilibrium value �see Fig. 1�. The system
is originally prepared in the ground state, which has a per-
manent dipole moment of −3.7082ea0, to simulate experi-
ments at low temperature. Only singlet states are accessible
from this singlet ground state. Accordingly, only those are
considered in the present study. A set of 186 singlet states is
obtained at energies below 5Eh. All of these are used in the
calculations below. It was demonstrated that one must in-
clude many more states than those involved in the photoin-
duced processes to obtain converged electron dynamics
when short, intense laser pulses are used �44�. The 185 ex-
cited singlet states lie relatively close to each other and dy-
namic broadening due to the intensity of the laser field
should thus affect the selectivity of the excitations. Further,
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since the control algorithm has more reaction paths and un-
desirable product states to take into account, the minimiza-
tion procedure becomes more challenging.

We are mainly interested in exciting the first doubly de-
generate transfer state, labeled 	�2�,�3�
, which has a perma-
nent dipole moment of +2.7952ea0. Assuming that the mol-
ecule is oriented along z, the �0�→ �2� transition is strongly x
polarized, and �02,x=0.3084ea0. �The degenerate �0�→ �3�
transition is strongly y polarized.� An intramolecular charge
transfer occurring during the �0�→ �2� transition is respon-
sible for the sign reversal of the dipole moment. The excita-
tion energy �
02 is 0.2254Eh �6.13 eV�. Using the current
dissipation model, the charge transfer state �2� has a lifetime
of �20=�2→0

−1 =430 fs.
Subsequently we populate the doubly degenerate semico-

valent transfer state, labeled 	�8�,�9�
, which possesses a life-
time of �92=�9→2

−1 =3.6 ps and a dipole moment of
−1.1777ea0 due a partial back transfer of negative charge
from the Li to the CN part of the molecule. Also the
�2�→ �9� transition is dominantly x polarized with �29,x
=−1.0333ea0, while the degenerate state �8� is almost com-
pletely y polarized. The excitation energy is �
29
=0.0493Eh �1.34 eV�. Being interested in x-polarized transi-
tions only, in the following we will adopt x-polarized light
only such that E�t� and �mn in Eq. �12� are the x components

of field and transition dipole moment only. A more detailed
analysis of the system can be found in Ref �37�. It is inter-
esting to note that both states of interest possess a lifetime
larger than that of the first z− polarized state �1�, �10=�1→0

−1

=260 fs.
For all calculations the reference field is chosen as a series

of x-polarized � pulses, each tailored to completely transfer
the population in an ideal two-level system without dissipa-
tion:

Eref�t� = �
i=1

n

Ui�t�cos�
it� ,

Ui�t� = �E0i sin2
��t − ti1
�

ti2
− ti1

� if ti1
� t � ti2

,

0 otherwise.
� �16�

ti1
�ti2

� is the ith pulse’s starting �finishing� time, 
i the car-
rier frequency �chosen resonant with the respective transi-
tion�, and E0i=2�� / ��ti2

− ti1
��i� the maximal field amplitude

for the ith transition ��i is the corresponding transition di-
pole moment�. Note that only states �2� and �9� are accessible
using an x-polarized electric field and that no population is
found in states �3� and �8� at the end of all our tailored pulses,
as expected.

B. Population of a charge transfer state

Figure 2 shows the population evolution for the excitation
of the charge transfer state �2�. The locally optimal control
field and its Husimi transform are shown in the top two
panels, with �0=0.1Eh / �ea0�2 and Emax=0.001Eh /ea0

�5.14 MV /cm�. The guide operator Ĝ was defined by Eqs.
�9� and �10� with only two nonvanishing projectors, the
ground state at t0=0 fs and state �2� at t2=1000 fs, both

with variance 
 j =300 fs and properly normalized, Ĝ
=O00�t� �0��0�+O22�t��2��2�. With this choice a smooth tran-
sition from the ground state to the charge transfer state is
anticipated, to be completed after the control time tf
=1000 fs. The reference field Eref was chosen as a single �
pulse for the �0�→ �2� transition, starting at t1=0 and ending
at t2= tf.

It is clear from the lower panel that this is a strong dissi-
pative environment. The 1 ps pulse is much longer than the
state lifetime of 430 fs. The GLOCT pulse yields about
42.9% population transfer to the desired state, as compared
to 37.3% for the simple � pulse, while the field fluence re-
mains realistically small at 13.1 mJ /cm2. For the � pulse,
the fluence is 3.2 mJ /cm2. It can be seen that the electric
field strictly respects the maximal amplitude constraint. It is
interesting to note that the pulse peak amplitude is shifted
toward the end of the time interval. Whereas the reference
field is composed of a single frequency centered at the
�0�→ �2� transition, the GLOCT pulse presents three compo-
nents. The 
02 transition still dominates strongly over the
whole interval, but field contributions centered at about 1

3
02,
and to a lesser extent at � 1

4
02, can also be seen. It could be
rationalized that the intensity of the laser field makes mul-

0

0.05

0.1

0.15

0.2

0.25

E(Eh)

µ02,x µ03,y

µ29,x µ38,y

|0>

|1>

|2> |3>

|4> |5>

|6>

|7> |8>|9>
|10>

FIG. 1. �Color online� First few electronic eigenenergies of the
LiCN molecule calculated at the CIS�D� 6-31G* level of theory.
The eigenstates on the left �right� are accessible using x-polarized
�y-polarized� fields, and those in the center using z-polarized fields.
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tiple photon transitions possible, or that constructive interfer-
ence between the different reaction paths improves the trans-
fer rate. It remains that the relatively small number of
frequency contributions in the field would make it, most
probably, experimentally realizable. Note that, since the field
components are far apart, it is conceivable that multiple light
sources tuned at different frequencies would be necessary to
achieve such a control pulse.

We tried to design a shorter pulse of 500 fs to counter the
effects of dissipation and improve the transfer yield. The
field restriction parameters �0 and Emax were kept the same
and the guide operator parameters were modified to t0=0 fs,
t2=500 fs, and 
 j =100 fs. The reference field was a � pulse
of length 500 fs and a fluence of 6.4 mJ /cm2.

Figure 3 shows the resulting pulse and the associated
population evolution. As expected, the transfer yield is
greatly improved by such simple manipulation, reaching
73.4% at the end of the propagation compared to only 60.9%

for a � pulse of the same duration. The field fluence
�11.9 mJ /cm2� is comparable to that of the longer pulse but
the transfer yield is considerably higher. This does not come
as a surprise, since the shorter pulse has about the same
length as the dissipative lifetime of the target state, which is
then more stable upon excitation. The pulse exhibits a
double-bump structure, which is typical when dealing with
strongly dissipative media �33,34�. As was the case for the
1 ps pulse the maximal pulse amplitude is shifted to the end
of the pulse to minimize the effects of dissipation. On the
other hand, only a single frequency dominates the Husimi
transform of the GLOCT pulse, with a very minor compo-
nent at about 1

4
02. This could suggest that only this fre-
quency is necessary to improve the transfer yield and that the
1
3
02 component present in the 1 ps pulse is an artifact of the
algorithm. Here again the simplicity of the pulse should ren-
der it experimentally realizable.

FIG. 2. �Color online� Population evolution �bottom panel�,
electric field �top panel�, and its Husimi transform �central panel�
for the excitation of state �2� using a 1 ps laser pulse. Local control
parameters: �0=0.1Eh / �a0�2 and Emax=0.001Eh /ea0

�5.14 MV /cm�.

FIG. 3. �Color online� Population evolution �bottom panel�,
electric field �top panel�, and its Husimi transform �central panel�
for the excitation of state �2� using a 500 fs laser pulse. Local con-
trol parameters: �0=0.1Eh / �a0�2 and Emax=0.001Eh /ea0

�5.14 MV /cm�.
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C. Population of a semi-charge-transfer state

The selective population of the semi-charge-transfer state
�9� represents a more challenging task, as it is not directly
accessible from the ground state. State �2� represents a very
natural intermediate in a two-step reaction pathway, but both
states involved have a very short lifetime. The guide operator

Ĝ was chosen as a stepwise excitation of state �2� �t2
=500 fs and 
2=100 fs� and state �9� �t9=1000 fs and 
9
=200 fs�, with the density originally in the ground state �t0

=0 fs and 
0=200 fs�: Ĝ=O00�t��0��0�+O22�t��2��2�
+O99�t��9��9�. The reference field was chosen as two non-
overlapping � pulses for �0�→ �2� and �2�→ �9� with a dura-
tion of 500 fs each, and fluences of 6.4 and 0.57 mJ /cm2,
respectively.

It can be seen from Fig. 4 that only 44.5% of the popula-
tion can be transferred to the desired target state using a
pulse of duration 1 ps and of fluence F=17.1 mJ /cm2. The

remaining part of the population is found mainly in the
ground state. In this respect the GLOCT pulse can be con-
sidered state selective, albeit not very efficient. The pulse
structure itself is interesting. The first step consists of the
excitation of state �2� and the pulse exhibits a double-bump
structure, as discussed previously, most probably to compen-
sate the effects of strong dissipation. Furthermore, the same
frequency distribution is revealed by the Husimi plot as for
the simple excitation, namely, a dominant band at 
02 and
two sidebands at 1

3
02 and 1
4
02. A second, slightly overlap-

ping pulse with frequency tuned at the �2�→ �9� transition
appears at later time when the guide operator starts requiring
population of the final target state. Even upon qualitative
inspection of the resulting pulse, there is not much left to see
from the reference field, the two nonoverlapping � pulses
which give a target yield of 29.5%. This confirms that the
GLOCT design equation is indeed responsible for the im-
proved pulse efficiency.

As was the case for the excitation of the charge transfer
state, we decided to reduce the duration of the control pulse
to 500 fs in order to fight the negative effects of dissipation.
Here again we chose the guide operator as a stepwise exci-
tation from the ground state �t0=0 fs and 
0=100 fs� to state
�2� �t2=250 fs and 
2=100 fs� and finally to state �9� �t9
=500 fs and 
9=100 fs�. The reference field has a double
nonoverlapping �-pulse structure with fluences of 12.8 and
1.1 mJ /cm2, respectively.

The reference field alone manages to transfer 46.4% of
the population to the target state �see Fig. 5�. This is already
slightly better than the locally optimized 1 ps pulse, which
has to cope with stronger dissipation on its longer time scale.
Interestingly, the GLOCT algorithm manages to improve the
transfer yield to 73.8% while maintaining the low field flu-
ence �F=15.6 mJ /cm2�. The structure of the resulting field is
very similar to that of the longer pulse at the early stage of
the propagation, exhibiting the same type of double-bump
structure as discussed above. As was the case for the excita-
tion of state �2�, less intense secondary frequency bands can
be seen from the Husimi plot. The band at 1

3
02 almost com-
pletely disappears again. The main difference when compar-
ing the longer and shorter GLOCT pulses comes at the later
stage, for the second step of the excitation. The field compo-
nent centered at the transition �2�→ �9� is significantly over-
lapped with the end of the first bump exciting state �2�. This
seems to provide a more efficient transition to the desired
final state and help fight the malicious effects of dissipation.
As for the longer pulse, the second part of the excitation
presents a band slightly above 4 eV, which is about three
times the �2�→ �9� transition frequency. As is often the case
with optimal control theory, it is not clear why, but this fre-
quency seems to be an important component of the locally
optimal field.

D. Constant target operators

In order to assess the necessity of using time-dependent
guide operators to achieve specific targets, we tested the lo-
cally optimal control algorithm with constant target opera-
tors. We chose to excite both states �2� and �9� with 1 ps

FIG. 4. �Color online� Population evolution �bottom panel�,
electric field �top panel�, and its Husimi transform �central panel�
for the excitation of state �9� using a 1 ps laser pulse. Local control
parameters: �0=0.1Eh / �a0�2 and Emax=0.001Eh /ea0

�5.14 MV /cm�.
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pulses using the same reference fields as described above
and with �0=0.1Eh / �ea0�2 and Emax=0.001Eh /ea0
�5.14 MV /cm�. The resulting field for exciting the charge

transfer state �2�, using the target Ĝ= �2��2�, is shown in Fig.
6.

The transfer yield of 43.8% to the target state is slightly
better than the one obtained with the moving target operator,
which gave 42.9%. It thus seems that, for such a simple and
direct mechanism, a time-dependent target function is unnec-
essary. On the other hand, the optimal pulse presents a more
complicated structure than its GLOCT counterpart. It is in-
teresting to note that the field intensity increases rapidly, to
transfer most of the population from the ground state to the
desired final state within about 500 fs. The frequencies ob-
served in the Husimi transform are the same as previously
mentioned. After a short period of free decay to the ground
state, the field amplitude grows again to reach a second
maximum at the end of the pulse, effectively pumping back

the population to the desired state. The population change is
somewhat damped as compared to the first pump pulse and
should saturate at about 50% in the limit where many such
short pump pulses are used.

The behavior of the algorithm for populating state �9� us-

ing a time-independent target Ĝ= �9��9� is much more inter-
esting �see Fig. 7�. Whereas the reference field achieves
29.5% transfer and the GLOCT pulse a convincing improve-
ment with 44.5% population, the constant target local control
pulse reduces the yield to 25.0%. The failure of the algorithm
can be rationalized by looking at the top panel of Fig. 7. All
components of the field are clustered at the beginning of the
pulse followed by a long period of free decay. It seems that
the algorithm tries to pump the population too rapidly in the
target state with many overlapping single-frequency pulses,
thereby creating some nonoptimal interferences in the pulse.
The nominal transfer yield after 400 fs is reasonably high,
although not as good as for the 500 fs GLOCT pulse with

FIG. 5. �Color online� Population evolution �bottom panel�,
electric field �top panel�, and its Husimi transform �central panel�
for the excitation of state �9� using a 500 fs laser pulse. Local con-
trol parameters: �0=0.1Eh / �a0�2 and Emax=0.001Eh /ea0

�5.14 MV /cm�.

FIG. 6. �Color online� Population evolution �bottom panel�,
electric field �top panel�, and its Husimi transform �central panel�
for the excitation of state �2� using a 1 ps laser pulse. Local control
parameters: constant target, �0=0.1Eh / �a0�2 and Emax

=0.001Eh /ea0 �5.14 MV /cm�.
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time-dependent guide operator. In any case, the algorithm
seems to have problems creating realistic fields using a time-
independent target when the reaction path involves more
than one step, as in the present case. Still, time-independent
targets can be useful for preserving population over longer
time periods rather than only achieving a given population at
a prespecified control time. The limitations of the time-
independent target are certainly due to the local nature of the
algorithm, as global optimal control was shown to provide
realistic pulses for similar stepwise excitation mechanisms.

V. CONCLUSION

We have presented ideas for controlling photoinduced
processes in a dissipative environment. The guided locally
optimal control algorithm is derived from the time-local
pump-dump control scheme and extended to the density ma-
trix formalism. We obtained an analytical expression for the
optimal control pulse as a correction to a reference field. The
solution of the equation does not require any backward
propagation, as would be the case for the global optimal
control theory. The control algorithm is numerically stable,
even for multilevel systems.

In order to encourage the density to follow a desired re-
action path, we advocate the use of time-dependent targets.
We also directly constrained the field amplitude to maintain
the low pulse fluence. The selective photoexcitation of
charge transfer and semi-charge-transfer states of the LiCN
molecule in a strong dissipative environment showed very
encouraging results. On time scales comparable to the dissi-
pative lifetime of the final target states, it was possible to
design experimentally realizable pulses to achieve both de-
sired targets and improve significantly the transfer yields, as
compared to the reference fields. On time scales longer than
the target state lifetime, the algorithm also performed well
and helped refine the reference pulses to achieve the final
target states more efficiently. It appeared that time-dependent
guide operators were not necessary to achieve the desired
target states when a direct reaction path is available, although
they make the control fields simpler, and thus more experi-
ment friendly. On the other hand, the benefits of moving
targets were very important when dealing with final targets
accessible only via more complicated pathways.

In closing, we note that the GLOCT algorithm could
be improved iteratively, by using the electric field E�t�
as the reference field for the next propagation, i.e.,
Eref

�1��t�→E�1��t�=Eref
�2��t�→E�2��t�=Eref

�3��t�→E�3��t�¯, until
convergence is achieved and the moving target approached
as closely as possible. Again, no backward propagation is
required.
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FIG. 7. �Color online� Population evolution �bottom panel�,
electric field �top panel�, and its Husimi transform �central panel�
for the excitation of state �9� using a 1 ps laser pulse. Local control
parameters: constant target, �0=0.1Eh / �a0�2 and Emax

=0.001Eh /ea0 �5.14 MV /cm�.
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