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We introduce a phase-space representation for qubits and spin models. The technique uses an SU(n)
coherent-state basis and can equally be used for either static or dynamical simulations. We review previously
known definitions and operator identities, and show how these can be used to define an off-diagonal, positive
phase-space representation analogous to the positive-P function. As an illustration of the phase-space method,
we use the example of the Ising model, which has exact solutions for the finite-temperature canonical ensemble
in two dimensions. We show how a canonical ensemble for an Ising model of arbitrary structure can be
efficiently simulated using SU(2) or atomic coherent states. The technique utilizes a transformation from a
canonical (imaginary-time) weighted simulation to an equivalent unweighted real-time simulation. The results
are compared to the exactly soluble two-dimensional case. We note that Ising models in one, two, or three
dimensions are potentially achievable experimentally as a lattice gas of ultracold atoms in optical lattices. The
technique is not restricted to canonical ensembles or to Ising-like couplings. It is also able to be used for
real-time evolution and for systems whose time evolution follows a master equation describing decoherence
and coupling to external reservoirs. The case of SU(n) phase space is used to describe n-level systems. In
general, the requirement that time evolution be stochastic corresponds to a restriction to Hamiltonians and

master equations that are quadratic in the group generators or generalized spin operators.
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I. INTRODUCTION

Qubits are a central concept in quantum information.
However, complexity issues mean that calculations with
large numbers of qubits are nontrivial: the Hilbert space di-
mension scales as 2 for M qubits. A natural way to treat this
type of complexity is to use a phase-space representation
over an atomic coherent-state basis. Coherent states, intro-
duced by Schrodinger [1], have been used widely in quantum
optics. Atomic coherent states—originally used for collec-
tions of two-level atoms [2]—are the natural solution for a
quantum spin driven by an external driving force, like a mag-
netic field. They are also called SU(2) [3,4], spin, or more
generally SU(n) coherent states [5-8] for arbitrary n-level
systems. Since they are a continuous set, they satisfy differ-
ential identities, which can have useful applications.

In this paper, a phase-space representation of arbitrary
density matrices in terms of off-diagonal SU(n) coherent-
state projectors is introduced. This extends earlier P-function
[6] and Q-function [7,9] approaches involving SU(2) and
SU(n) projectors [10]. The methods described here allow
dynamical or static entanglement to be treated and extend
earlier phase-space approaches in quantum optics [11-15]. In
particular, they include off-diagonal coherent-state projec-
tors, which lead to positive-definite diffusion and hence to
dynamical realizations as stochastic processes [16—18]. The
resulting methods have applications to either time-evolution
or canonical-ensemble calculations of finite-Hilbert-space
systems with spin systems. More general applications in
quantum information are also possible, owing to the simplic-
ity with which large and/or decoherent spin systems can be
treated.
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Other methods for treating finite Hilbert spaces like
coupled spins include finite versions of the Wigner represen-
tation [19], path-integral techniques [20], and density-
matrix-renormalization-group- (DMRG-) based methods
[21-23]. While these are interesting and often very useful,
they are not suited to exact, probabilistic simulations, be-
cause they either involve approximations or else they do not
use a positive distribution function. When DMRG techniques
are possible—typically, in one-dimensional ground-state
calculations—they are very accurate and useful, but this
method often cannot be used in many other physical ex-
amples involving finite temperatures, dissipation, dynamics,
or higher dimensions.

Exact methods also exist—like the one- and two-
dimensional Ising model at finite temperature—but these ap-
proaches are restricted to special cases. Our approach is to
define a positive distribution function over a space of SU(n)
coherent-state amplitudes. This is a much smaller dimension
than the whole Hilbert space, scaling proportionally to the
number of spins. We emphasize that the representation is not
unique, and some care is needed in choosing the expansion
to minimize sampling error. In general, the main restriction is
the compactness or otherwise of the resulting phase-space
distribution: if there are large distribution variances, this will
increase sampling error in a practical calculation.

As an example to illustrate scaling behavior in an exactly
soluble case, the application of SU(2) or atomic coherent
states to solving the two-dimensional Ising model is treated
in detail. This application is simple yet instructive, and the
resulting algorithm is novel and efficient. The Ising model
[24] is one of the oldest models in statistical mechanics, with
many applications [25]. The model has the virtue of having a
nontrivial exact solution in two dimensions [26,27]. It dis-
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plays a critical-point phase transition [28], which we use to
test the phase-space method. We find excellent agreement
with these exact results.

The original use of the Ising model was a simple theory of
ferromagnetism in which atomic spins have either an “up” or
“down” orientation. It also finds applications to a variety of
other physical problems, from the theory of lattice gases and
binary alloys to spin glasses [29], percolation [30], and other
disordered systems. Modern ultracold-atom experiments
with optical lattices [31] can test this model directly at tem-
peratures above quantum degeneracy where the lattice-gas
model is applicable. In this case, the two states of each lattice
site correspond simply to the presence or absence of a single
atom. At lower temperatures where coherences are impor-
tant, Heisenberg-like models become applicable, and these
will be treated elsewhere.

There are numerous corresponding techniques for solving
the Ising model. However, exact solutions are known only in
special cases like the uniform one- and two-dimensional lat-
tices. More generally, the other techniques that are known
rely on Monte Carlo methods [32-34], in which the space of
all configurations is searched by random spin-flipping algo-
rithms [35]. The method demonstrated here is quite different
to traditional approaches.

The SU(n) phase-space approach can also be readily used
for other models of interacting spins, to real-time evolution
and to dynamical couplings to reservoirs, where no exact
solution is known. While these applications will be treated
elsewhere, we note that the main restrictions are that the
Hamiltonian or master equation should be at most quadratic
in the SU(n) operators, which is the typical case for coupled
spin systems. It is intriguing to note that these types of prob-
lems are also regarded as potentially soluble for future gen-
erations of quantum computers. The methods proposed here
have the advantage that they can be implemented on digital
computers. Thus, they complement the quantum computing
approach and indeed can be used to simulate quantum logic
gates in the presence of decoherence. The main limiting is
sampling error, which typically grows with simulation time.

II. SU(2) COHERENT STATES

We start with the well-known SU(2) case, which corre-
sponds to a spin-J physical system or, more generally, a col-
lection of physically equivalent two-level systems. The
SU(2) coherent states or atomic coherent states are defined
for states generated with angular momentum raising and
lowering operators [3,4]. These are physically important in
many systems, ranging from groups of two-level atoms to
nuclear spins, as well as superconducting qubits and other
systems with an SU(2) symmetry.

The relevant spin operators $ have commutators defined
so that

[Sth] = isiijk' (2.1)
Here &;,= =1 depending on whether the indices are in cy-
clic or anticyclic order, and one conventionally writes S, ,,

to denote 5‘1’2’3. It is useful to also define the raising and
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lowering operators which act on an eigenstate of 32 to in-
crease (decrease) the eigenvalue. These are defined as

§*=8, %S, (2.2)
We consider a subsystem with a definite value of
Si+ 8 +82=52=5(S+1). (2.3)

Physically, these may be obtained either directly as an atom
or molecule of spin § or, equivalently, from a grouping of
N=28§ spin-1/2 quantum systems or qubits, each with two
levels and equivalent couplings. These composite systems in
general have 2S5+1 distinct energy levels, and there is a

unique lowest eigenstate of 3’, denoted |0).

The standard definition of SU(2) coherent states [3,4] is
that they are the states generated from |0) by the raising
operator, so that, for a spin-S basis,

Fa
@)@ = ————o).
[1+]a?

It is convenient here to also consider an un-normalized
version of this atomic coherent state, which we define as

9@ =[g1¥e?S" o).

For simplicity in obtaining identities, it is useful to have just
one complex parameter, as in the standard definition. Our
choice is to define

(2.4)

(2.5)

' =exp(z/2),

P =exp(-z/2),

where z=r+i¢p=Ina is a complex parameter. With this
choice, the SU(2) coherent states are parametrized over a
one-dimensional complex manifold or a two-dimensional
real manifold. We will represent this parametrization as |z),
where

(2.6)

o) = e St

0).(7)

For visualization purposes, one may project the atomic
coherent-state phase space onto a spherical surface, called
the Bloch sphere. In this case, it is usual to normalize the
state and to define

16, ) = e’ tan 6/2)®.

(2.7)

(2.8)

This Bloch-sphere mapping therefore involves the transfor-
mation of

a=e'?tan 0/2 = ¢°. (2.9)

A. Two-level case

As an illustration of the simplest case possible, where S
=1/2, we consider a two-level Hilbert space having quantum
states labeled |0) and |1). This corresponds to a single qubit
in quantum information terminology. An atomic coherent
state or SU(2) coherent state is then just an arbitrary pure
qubit state:

052108-2



QUBIT PHASE SPACE: SU(n) COHERENT-STATE P...

)@ = gP|0) + ' |1) = 2|0} + ¢7[1).

This shows the utility of this parametrization: it displays a
symmetry between up and down states, which simply corre-
sponds to changing the sign of z. In a useful vector represen-
tation, one can write this in an explicit form as

tﬂl}
(2) —
) [w

In this notation, the state |1) corresponds to spin projection
m=1/2. Similarly, the second entry or state |0) corresponds
to spin projection m=—1/2. On the Bloch sphere, this corre-
sponds to

(2.10)

(2.11)

0+l
TP+

(2.12)

0 . 0 .
=cos —e"'?2|0) + sin —e'??|1).
2 2
(2.13)

B. Lattice atomic coherent states

For M distinct spins, particles, or lattice sites, where one
may wish to address or couple to them individually, one must
have M distinct spin operators. As noted above, each of these
can describe N physical qubits. Lattice coherent states were
introduced in a study of the Heisenberg model presented by
Shastri et al. [7].

The corresponding outer-product SU(2) coherent state is
then

il
|C_V>’ _H [1+ 2]5 |O>

Iml

(2.14)

For N=1, the two-level or qubit case, we note that with z

=z=(zy,...,2y), our un-normalized definition becomes
[[2) = [l (2.15)
=®,1[e72|0),, + 2 |1),,].
(2.16)
In this notation, the inner product is
M
(@llz"y=2" 1] cosh([z),+z 12), (2.17)

m=1

and we can therefore introduce a normalized state denoted
|z), where

M 1
|Z>=£[1 m”ﬂ- (2.18)

III. SU(n) COHERENT STATES

In cases where SU(2) symmetry does not hold, the SU(2)
coherent states can be generalized to SU(n) coherent states
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which are generated using operators with an SU(n) operator
algebra.

The SU(n) group is the group of nXn unitary matrices
with unit determinant and so provides the most general way
to treat the transformations of an n-level quantum system.
Therefore, SU(n) coherent states provide a useful basis set
for general multilevel quantum systems like atoms or spins.
In the following section we review results for the SU(n)
coherent states. We also consider the important case of outer
products of SU(n) coherent states, which are needed for
treating lattices.

In the simplest case n corresponds to the number of dis-
tinct quantum states or levels involved. More generally, n
simply labels a symmetry group which can have a larger
dimensional representation, just as in the SU(2) case.

These states are useful in treating, for example, an assem-
bly of n coupled Bose-Einstein condensates, n-level atoms,
or photon states with 0,1,...,n—1 photons per mode. The
SU(n) algebra is generated by the n*>—1 independent opera-
tors which satisfy the commutation relations [36,37]

R R = 8 R — 3R (3)
together with the constraint that SR**=1. The SU(n) coher-
ent states can also be written in the following convenient
form, using an un-normalized notation in analogy to Eq.
(2.5), as

||42><">=w°]Nexp(2 R / ¢°)|o> (3.2)

n>0

We can use a collection of N equivalent n-level quantum
systems with states [u); for u=0,...,n=1 and j=1,...,N to
indicate the essential features of this approach. In this case
the SU(n) operator algebra representation is provided by

N
RM = 2 | ) (v];. (3.3)
j=1

For this case of N equivalent n-level atomic or spin states,
one can then define an SU(n) coherent state directly in terms
of the original Bloch basis |k); as

N n—1
[ =11 [E W‘Im,} :

(3.4)
j=1 L u=0
The corresponding normalized state is then
1 N n—1
0" =——TT| > vw); (3.5)
|91 s=1 Lm0

In the normalized case it is common to take the first co-
efficient to be unity, so that ¢/°=1, although other choices are
possible. In general, there are n—1 independent complex am-
plitudes of physical significance, since the overall phase and
amplitude of a wave function is physically irrelevant.

Lattice SU(n) coherent states

For SU(n) coherent states defined at multiple sites on a
lattice labeled m, we introduce
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[0 = &)l

or, in a matrix notation analogous to the two-level case, ex-
cept with n levels per site

(3.6)

'7”1_1

. wn—Z

¥ = @y | (3.7)
2

These multiple SU(n) coherent states have the following in-

ner products:

M
Wil =TT 15 - i, 1. (3.8)
m=1

One can also introduce normalized SU(n) lattice coherent
states, where the normalization uses the distance measure

|(/;m|= \/lﬁ:,' '70;1-

M

(3.9

Hence

| = (3.10)

m1|

These kinds of states can be thought of as generalizations
of the harmonic-oscillator coherent states, in the sense that
with the usual harmonic-oscillator coherent states there are
prescribed relationships between the coefficients. In the
SU(n) case there is no fixed relationship between coeffi-
cients, but there is a fixed upper bound to the quantum num-
ber.

IV. COMPLETENESS AND IDENTITIES

A. Completeness

The spin-coherent states form an overcomplete basis. In
the SU(2) case with spin S, the resolution of the identity is
well known [4] and is given by

. dQ
1=02J+ 1)J E|0,¢><0,¢|, (4.1)

where dQ)=d cos Od¢ is the usual integration measure for
the solid angle in spherical coordinates. In the spin-half case
with N=1, this can be simplified further, as one obtains from
the z-parameter mapping that

R 21 d0
-] “r
0 2w

2 2
do do
= f S lioxidl = J —lioxdl.
aw o

0 0

i0/2|1>+€_i0/2|0>][€_i0/2<1| +ei0/2<0|]

(4.2)

In the more general SU(n) case, one finds that [10,37]

(N+n-

= W 9P - D) .

—_

(4.3)

An even simpler resolution of the identity operator (for N
=1) is easily obtained with a multiple phase integration:
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T=[1X1]+2)2] + -+ + |n)n]

f ’ J T ;n IS e[S

2 2 n—1
a—e
f f (2 )n 1”610> n)< zB”(n)

Just as in the two-level case, the first phase integral is omit-
ted here (i.e., 6,=0), since this term is always orthogonal to
the others, due to the remaining phase integrals.

]

(4.4)

B. SU(n) operator identities

We wish to obtain differential identities that involve the
set of operators that can act on the spin-coherent states.
These can all be regarded as extensions of the very simple
differential identities that exist for the SU(n) coherent states.
From Eq. (3.4), one can directly prove that

. Jd -
RV = %WIIW’M). (4.5)

We now specialize to the two-level case where “raising”
and “lowering” operators are conventionally defined in phys-

ics as the matrices
P 01 o 00 '
0 0] 1 0

These have a direct relationship with the R operators, since
for SU(2) symmetry with S=1/2, one has R'=¢~ and R'
=¢".In addition, ¢ are the Pauli spin operators defined as

0 1 o - 1 0
OA.X:{ :|’ &y=|: :|’ 61:|: :|'
10 i 0 0 -1

4.7)

(4.6)

Here as well, there is a correspondence with SU(2) gen-
erators, since

G = %(o" +id") (4.8)

and

6 =R" — R, (4.9)

Identities can either be obtained from these correspondences
or from direct differentiation, since:

J ez/Z 1 ez/2
(?_z 2| Tl L2 | (4.10)
Hence, in operator language,
d 1.
&—ZHz) =50 2) (4.11)
On taking the Hermitian transpose,
d | B
g@ﬂ =3 . (4.12)
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With a little algebra, one can also show that

e+z|:l + £]||z>=&+||z>.(41) (4.13)

2 0z

C. Equivalent identities

Here the functions differentiated are all analytic functions,
either of z or of z*. This means that we can always use
Cauchy’s equivalence of differentiations in real and imagi-
nary directions—i.e.,

14 14 —id
= 10=7 00,

d d id
==l @14

This freedom, which also applies in the SU(n) case, allows
one to derive a variety of different equivalent equations for a
given operator evolution equation.

V. SU(n) PHASE SPACE

Just as with the harmonic-oscillator coherent states, it is
possible to define a variety of operator representations using
the SU(n) coherent states. A number of these have been ex-
tensively studied, including representations analogous to the
W[l1], Q [11], P[13], and +P [16,17] representations. Spin
versions of the Q representation [7], P representation [6],
and Wigner representations [19] have been introduced previ-
ously. These essentially are defined on classical phase
spaces, in the sense that the phase-space dimension is the
same as that of the generators of the coherent state.

However, as in the case of the harmonic oscillator, these
do not generally allow time-evolution equations with a sto-
chastic (positive) propagator. The difficulty here is that, in
general, these types of phase-space representation do not
give rise to a positive-definite diffusion and hence to stochas-
tic equations that can be numerically simulated.

Instead, we will focus on the SU(2) and SU(n) cases
analogous to the positive-P representation [16,17]. This ap-
proach includes off-diagonal projection operators in the ex-
pansion of the density matrix and gives rise to a phase-space
dimension which is at least twice that of the classical phase
space. The result is a complete, positive representation that
generates positive-definite Fokker-Planck equations. This
generalizes related work in quantum and atom optics [38,39],
which uses similar procedures.

A. SU(2) phase-space expansions

We now illustrate these ideas with reference to the sim-
plest SU(2) or qubit case, using the reduced z parametriza-
tion. If the density matrix is separable, one can use a repre-
sentation in terms of a positive probability over the SU(2)
diagonal coherent-state projectors:
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ﬁ:fP(z)(z)|z)<z|dz. (5.1)
It is always possible to define a positive representation like
the Husimi Q function, which is

0(z) = (zlplz).

However, these two methods will not generally give a
positive-definite diffusion in the time-evolution equations for
the distribution, except in special cases. In order to achieve
this, we must introduce off-diagonal coherent-state projec-
tors, resulting in an expansion of form

(5.2)

p= J POMNADN)dx. (5.3)
Here we define \=(z,z'), so that d\=d*"zd*Vz’, and we
have introduced a general kernel operator with an arbitrary
weight coefficient w:

R0 =A<l 5

With the simplest choice of w=0, we obtain an expansion
in terms of un-normalized projectors, which from Eq. (2.17)
leads to the result that

p= J P(z)(z,z’)Agz)(z,z’)dZdeZNz’, (5.5)
with a trace given by
N
Tr(Af (2,2)) = (2'[2) = [T {2 cosh((] +7/112)} = A(R),
j=1
(5.6)

where we have introduced the kernel trace A(R) as a func-
tion of the combined variable R=[z*+2"]/2.

There are many other choices of weights and phase-space
expansions. One choice is to define the weight w(z,z')=
~In(z'||z). This choice ensures that the kernel has a unit
trace, giving results analogous to the positive-P approach. In
this case,

=zl
(2'||z)
More generally, either using A as a dynamical variable or

other choices of weight function are necessary in order to

eliminate boundary terms which can arise in dynamical
equations [40,41].

AP\ = AP (z.2) (5.7)

B. Entanglement and Bell states

We note here that there is a fundamental contrast between
this approach and the diagonal P-representation approach
originally due to Glauber and Sudarshan [13], and later ex-
tended to SU(2) coherent states [4]. The basis set of the
diagonal P-representation is separable: it therefore cannot
represent entanglement, except as a limit of a generalized
function.

By comparison, the present approach includes terms that
are fundamentally inseparable and therefore can represent
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states like Bell states. To see this, consider the Bell state
defined as

1 L= =
199 =300 - [1,0)]=Fl¥9 - [9)]
1 - -
==y + |-yl (5.8)
V2
where
9+_{1 0]
=0 t]
*-—[0 1] 59
The corresponding density matrix is
1 - - - -
7= S0 = [ - )
1 - - - -
=S+ - DN+ (5.10)

This has the form of a positive distribution over the off-
diagonal coherent-state basis terms, as required.

C. SU(n) phase-space expansions

We now consider the most general SU(n) case. It is well
known [7] that one can define a diagonal phase-space repre-
sentation analogous to the Glauber P function:

p= f PO ldp. (5.11)

A positive phase-space representation like the Q function
always exists, with

0" ) = (Bl ). (5.12)

Just as in the SU(2) case, neither of these phase-space
methods will usually result in positive-definite stochastic
evolution, either for canonical ensembles or for dynamical
evolution. To overcome this limitation, a positive represen-
tation using off-diagonal projectors must be introduced:

p= J POOVA,P(\)dA. (5.13)

Here we define )\=()\0,¢Z, @), so that dx=d* @by
:dz)\odZM"t_ﬂdZM"c_z where d=2Mn, together with a general
kernel operator with weight coefficient w:
RP0) = R ) = ) "0 g 0rr .
(5.14)
This reduces to the diagonal case when Jf: <_Z> From Eq.

(2.17), the simplest choice of Ng=w=0 leads to the result
that:
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M
Te(AS (4. B)) = (| = TT (8 - gy, 1Y
m=1

= A(; ). (5.15)
Another choice is to define the weight
w(h, @) == (|, (5.16)

so that the kernel has a unit trace, giving results analogous to
the positive-P approach. However, unless there is damping,
this choice by itself can lead to instabilities and boundary
term errors [41].

If Ny #0, it can be used as another dynamical variable,
giving stabilized weighted trajectories as in the stochastic
gauge method [40]. More general weight choices are also
possible. The use of different weights changes the form of
the resulting dynamical equations, thereby giving rise to use-
ful techniques which can be utilized to optimize and solve
these equations. An example will be given in the next sec-
tion.

VI. DYNAMICAL CALCULATIONS

The calculation of observables and correlations in real or
imaginary time (for thermal equilibrium) is the main purpose
of this phase-space method. The advantage of the approach is
that it is a general-purpose method. The identities and trans-
formations involved do not depend on detailed properties of
the Hamiltonian, apart from the requirement that it must be
able to be expressed using the group generators.

Provided this requirement is satisfied, the calculations in-
volved are not specific to a given model. However, some
caution is necessary. The probability distributions obtained
can have a variety of widths in phase space, which means
there is a large range of potential sampling errors possible.
This is not uniquely specified by the Hamiltonian. As the
SU(n) basis set is not orthogonal, the phase-space distribu-
tion is therefore not unique and depends on the precise iden-
tities and algorithms chosen. Since the underlying coherent
states factorize on a lattice, one may expect that increasing
correlations and entanglement between lattice sites will re-
quire an increased “footprint” of the distribution and, hence,
an increased sampling error.

A. General evolution problems

To illustrate the procedure, the required dynamical evolu-
tion is first written as a Liouville equation for the density
operator. This may or may not be unitary and does not have
to be trace preserving, as long as it is linear in p and can be
written using a polynomial in the group generators:

ap(D)19t=L[p(1)]. (6.1)

To solve this with phase-space methods, we first expand the
density operator over the SU(n) operator basis ABM(N),
where \ is the set of all complex coherent amplitudes:
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o) = f P(N,)A(N)aN. (6.2)
This defines a (d+1)-dimensional complex phase space,
where d=2Mn as before, with a dynamical weight variable
\o if necessary. The SU(n) differential identities allow us to
write the Liouville operator equation as

ap(t)1dt = f PN LAAN) @)X, (6.3)

where L, is a linear differential operator. Due to the nonu-
niqueness of the identities, this can include arbitrary stochas-
tic gauge functions. Provided there are no derivatives higher
than second order, this equation can finally be transformed
into a positive-definite, weighted Fokker-Planck equation for
P. Tt is essential that the gauges are chosen to eliminate any
boundary terms that may otherwise arise from the partial
integration [40,41].

J - -
PO =| U= D,,|P(N1). (6.4)

N, 2 9N,0N,

Here we use a summation convention where M=1,d. In-
troducing a matrix square root B, Wherg DMV=6MPBVP, thls
can then be transformed into the stochastic equations, which
in Ito calculus are generically of the form

1
d\o/ot=U+g,¢, — Eg,ugw

dN,/ot=A,+B,({,~8,). (6.5)

Here the weight term U and the drift vector A are determined
by the form of the original Liouville equation. The drift
gauges appear as the arbitrary functions g, and diffusion
gauges appear as the freedom that exists in choosing the
noise matrix B. The noise terms { are Gaussian white noises,
with correlations

(u(08,(t") = 8,81 -1"). (6.6)

Equations (6.5) and (6.6) can be used to solve a large
class of quantum dynamical and thermal-equilibrium prob-
lems in coherent-state representations. In practice, the nu-
merical implementation of these equations can be simplified
by use of automatic code generators [42,43].

B. Operator identities: SU(2) case

To use this approach, one must obtain differential identi-
ties for the group generators. We start with the SU(2) case.
Here we will omit the superscript (2) indicating an SU(2)
kernel, when there is no ambiguity.

With the simplest constant weight choice we will use here
of w=0, the only differential identities needed are obtained
directly from Eqgs. (4.11) and (4.12)—i.e.,

0 A .
—Ay=S5A,,
0z 0 0
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9

—ho= Ao

(6.7)

Other useful differential identities in more general cases are
d . ow | «
—A, =S+ —|A,,
9z dz

J
7' =

A A oA ow
AW=AW|:SZ+ (')IZ’*:|. (68)

Hence, for example, one can write

7z 0z
A,S¢= [,; — ;V,V*]AW (6.9)
Z Z

C. Operator identities: SU(n) case
We wish to obtain similar differential identities for the
SU(n) coherent-state kernels. These are
, 0

A ~ ow | a
i =22

& & N N = ok
S A = A(J)[Rz:‘ + e,

it } (6.10)

ow
20

Since each occurrence of a group generator R gives rise to
a differential term, the requirement that time evolution be
stochastic corresponds to a restriction to Hamiltonians and
master equations that are quadratic in the group generators or
generalized spin operators.

D. Observables

We illustrate how to calculate observables by reference to
the the spin-half system, where the main observable of inter-
est is the magnetization at site i, given by

&)

(6 =—"7—""
Tr(p)

Defining the normalization as Z=Tr(p), with a measure

d\=d*"2d’Vz', one obtains that the uniform weight expan-
sion case has the normalization

(6.11)

Z= J P(z,z')A(R)d\, = (A(R))p. (6.12)
Noting that
N
Tr(67Ag) = tanh(R) [ ] [2 cosh(R))], (6.13)

j=1

we can introduce a c-number equivalent magnetization vari-
able m j=tanh(R ;). The mean magnetization is then written as
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(65) = f P(z,z')tanh(R)A(R)d\ = %{tanh(Ri)A(R))P.

(6.14)

Similarly, the correlation function between two different
sites is
(6569 =

(tanh(R;)tanh(R;) A(R))p. (6.15)

N |~

E. Phase-independent case

In the case where the Hamiltonian is only a function of
0%’s—as in the Ising model, considered in the next
section—a much simpler expansion of the density operator
can be used. While this is less general, it provides an alter-
native way to derive the results in the next section.

This simplified expansion is

p= f P(R)A_(R)dR, (6.16)

where AZ(R) is obtained on phase averaging over the com-
plete kernel, with the result that

M M ©
. R (R,5%)
AR =TT exp(r,6) =TT =~
j=1 j=1n=0 T
M
= [I 2[cosh(R)) + &% sinh(R))]. (6.17)
j=1
The operator correspondence
A (R) = £Az(R) (6.18)

J

then holds.

In the following section, we will focus on using the full
coherent-state identities, as these are more generally appli-
cable. However, we note that for those primarily interested in
the Ising model, our results can also be readily obtained us-
ing this reduced expansion.

VII. ISING MODEL

As an instructive example, we show that a lattice of SU(2)
coherent states can be used to solve for the partition function
of the Ising model of interacting spins. This is the simplest
nontrivial case where one obtains an exactly soluble phase
transition in a spin model in two dimensions. As well as
having a wide applicability, it does illustrate many of the
fundamental scaling issues that occur in using phase-space
methods to solve coupled spin models. Similar features also
occur in more complex quantum spin models, which will be
treated in greater detail elsewhere.

Although we focus here on the simplest case possible
where S=1/2 at each site, we note that the basic ideas also
hold for more general coupled spin-S spin systems, or inter-
acting atoms described by the most general SU(n) coherent
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states. However, in this example we make use of some iden-
tities and simplifying features that are unique to the spin-half
case.

The most general form of this model—in a summation
convention which sums repeated indices—has the Hamil-
tonian

A 1
H=— &5 - 1,656, (7.1)

ij

\®]

We will assume here that the coupling term J;; is symmet-
ric, with J;;= 0, which corresponds to attractive interactions
between spins. Since (6;":)2:1, self-interactions have no ef-
fect apart from shifting the energy origin, and therefore it is
common to set J;=0 for simplicity. Different choices of J;;
will generate different types of Ising model, which can have
any dimensionality, shape, or distribution of interaction
strengths. The choice of J;;=J for all nearest neighbors cor-
responds to the standard Onsager model [26]. The interaction
terms will be called links, since they typically join neighbor-
ing spin sites or nodes on a lattice.The factor of half in the
Hamiltonian accounts for the fact that all links are counted
twice in the double summation.

The density matrix, which gives information about the
spin distribution in thermal equilibrium, is

p=exp(- BH). (7.2)

One often wishes to calculate the total partition function
Z, where

Z=Tr(p). (7.3)

If all the terms J;; are either equal to each other or zero, then
the interactions are uniquely characterized by a graph show-
ing which nodes are linked by a nonzero interaction. Hence,
there is a close relationship between the Ising model and
mathematical problems that count paths on a lattice. Once
the total number of ways of constructing links with a given
energy is known, the partition function can be easily ob-
tained. Since there are 2™ distinct spin configurations, it is
exponentially difficult to evaluate this directly, unless special
types of symmetry occur which can sometimes lead to exact
solutions. Examples are the case of one- and two-
dimensional regular lattices with uniform nearest-neighbor
interactions and the simplex with all node pairs linked
equally.

More generally, one must use probabilistic methods to
sample the spin configurations. The standard techniques in-
volve Monte Carlo or Metropolis techniques in which spins
are flipped randomly, in order to obtain an ensemble of spin
configurations at a fixed temperature. There is a long history
to these methods, which can give excellent results. However,
while much more efficient than direct configuration count-
ing, these methods are still computationally intensive. This
means that there are often strong limits to either the size of
the lattice or to the accuracy, which is limited by the sam-
pling error. Recent improvements in these standard tech-
niques involve flipping clusters of spins, which is more ef-
fective at the critical temperature where the correlation
lengths are large.
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We consider a different approach to this calculation using
a differential equation method that uses the atomic coherent-
state basis with a continuous parameter, rather than discrete
spin configurations. The density operator satisfies the follow-
ing equation [44]:

pp _ 1. -
=—— JHIL. 7.4
o5 = lPA-AlL (74)
The initial condition at high temperature is just
A M A
p0)=1=®1;. (7.5)

j=1

A. Fokker-Planck equation

Next, the partition function p is expanded using an SU(2)
coherent-state projector basis, so that

p(p) = J P(z.2',p)A(z.2')d\. (7.6)
From the two-level completeness identity, Eq (4.2), one can
write

M

P(z,z',O):H{i&(&i—ﬁi’)&(n)é(ri') NG

i=1

This involves a single unique r value, rJ—O and a random
phase. The initial distribution then evolves in time following
a Fokker-Planck equation. This is equivalent to a stochastic
differential equation that can be sampled. We can choose
equations in which the initially random phase is invariant.
This leads to a stochastic equation in r; in which the initial
state is given exactly, without sampling error. This technique
can also be written as a type of path integral.

To illustrate the idea, we start with the simplest un-

weighted kernel, as previously:

p(PB) = f PO\BANAN = f P(z,2',B)|z)(z’||ld\.

(7.8)
We see from this that
pp _ 1 f T
——=——| PI\,BLAN),H],d\. 7.9
B 5 | POBLAN).H], (7.9)
Introducing the mean interaction strength per spin,
i——E Jijs (7.10)

we then rewrite the Hamiltonian in a form that allows us to
obtain positive-definite diffusion terms:
H==héi-~J(65+ 6P +NI=H+MJ. (1.11)
The constant term has no effect on observable quantities
and will be neglected in the following calculations. In other
words, we will calculate
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p' =exp(- BH') = pePM, (7.12)

which differs from the p defined above only by an overall
normalization factor. Inserting the relevant identities, the two
different operator orderings give

‘A

% [ho*z+ J(o-z+o-z)2]

1 .
= |:hiai+ EJU((?, + &j)2:|A (713)
and
| .
——AH’——A{ha“+ ~Jii(67 + &%) ]
[h& +=J; (a”+a’f)2} (7.14)

Here we have used the definitions 9;=d/dr; and 9’ ;= 3/ r';.
We now introduce an extended vector notation with indices
u=1,...,2N, so that ry,;=r; and d,=d/ dr,, with coupling
constants J,, and &, defined so that ]1+N/+N—] and h;,y
=h;.

lNext, on integrating by parts and equating coefficients of
A, one obtains the following Fokker-Planck equation, with
explicitly positive definite diffusion terms:

P [
f?ﬂ

B. Stochastic equation

h,,+—

1
0t 5wl 9y +a)2} (7.15)

To obtain an equivalent stochastic equation, we must first
write the Fokker-Planck equation in the form

aP 1
07,3 Iy A;ﬁszﬂ P.

A suitable factorized diffusion matrix form is readily found
by expanding the diffusion matrix D, as a sum over distinct
terms for each nonvanishing link—that is,

(7.16)

D=7, ¢ (Lol
MV

It is immediate that D can be factorized in the form

2N
D= E JWB(,MV)B(/LV)T,

8%

(7.18)

where B is a 2N-dimensional vector with two nonvanish-
ing entries at u and v, respectively—i.e.,
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l.M
B#) =| : (7.19)
L,
The corresponding stochastic equations are then
s 2N
r "y
;B& =A;,L+ E B,(lf' )gy,’v’ =h/./.+ E (glu,v"' gv;/,),
/J,’,V’ v
(7.20)

where the independent real stochastic noises ¢, are corre-
lated as

<§,uv(ﬁ)§,u’v’(ﬂl)>=J,u,V5,u,u’6VV’5(B_B,)- (721)

These equations have the feature that they involve noise
terms that are automatically correlated between pairs of spins
linked by an interaction term, J;;. The initial random phase is
not changed by the interactions, and only the
magnetization—which depends on r;/—changes randomly in
time. Spins that are linked tend to change together, as they
experience a correlated noise term.

Only the sum of r;+ r;=2Rj is relevant to the observed

spin orientation. Defining
1 (8
Wi(B) = Ef [Gi(B") + Cinjun(B)]AB",  (7.22)
0

the resulting noise terms have a variance proportional to the
inverse temperature:

Bl
WiuB)y =" (7.23)
C. Partition function
The solution at inverse temperature S is
(7.24)

R{(B) =hiB + E W;';'(ﬁ) )
J

where W;(8)=W;(8)+W,(B). The resulting partition func-
tion is simply obtained on averaging over all the stochastic
trajectories, so that

2(8) = (A R(B))e " = <H P cosh[Ri(,B)]}>e'BN;.

(7.25)

This gives an explicit solution for the partition function as
an expectation value over the random processes R(B). We
note that while one may try to evaluate the partition function
by simply averaging over many stochastic trajectories, this is
far from being an efficient procedure. The problem is that the
weights A(R(B)) grow exponentially large for large values
of |R |, which results in a large dispersion of trajectory
weights and therefore extremely large sampling errors. This
naive method is not practical. A much more efficient proce-
dure will be given in the next section.
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We notice at this stage, however, an interesting feature of
these results. This is that the noise terms act only to couple
adjacent sites together. Thus, an understanding of the renor-
malization behavior of this problem can be realized by
grouping spins together into clusters, in which case the re-
sidual noise from cluster interactions scales proportionate to
the surface area of the cluster, rather than from the total
volume.

Example: Two-site problem

As an example of the simplest nontrivial case with a uni-
form external field (i.e., h;=h) the two-node partition func-
tion has only one link, so

= (& + &) - J565.

There are four distinct states with interaction energies of *J.
Taking the trace, one can directly check from expanding over
the four-dimensional configuration space, that

(7.26)

Zy = Tr(e PH) = PO £ 2B 4 B=20)  (7.27)

For h=0, the two-site correlation can be calculated immedi-
ately to be

1 ~
(6765) = Z—Tr(aﬁ e PH) =tanh(BJ).  (7.28)

V)

We now wish to demonstrate how identical results are
obtainable from the raw stochastic equations. Introducing
WH(B)=W,,(B)+W,,(B), with (W*?(B))=3J, one finds that
the two SU(2) coherent-state amplitudes are always equal to
each other:

R(B) =Ry(B) = hB+ W' (B). (7.29)

Hence with J=J/ 2, the partition function calculated from the
stochastic equations is

7()= <H e cosh[R,-</s>]}> VT [ 4 I
i P
(7.30)
Now, for a Gaussian process,

(=R By, = exp[ £ 21 B + 2(W(B))p] = exp[ = 21 B+ 2 B],
(7.31)

so the final result for the partition function is
Z(B) = P 1 2¢7IB 4 P2 (7.32)

Similarly, for the correlation function, in the limit of 2=0

P 4¢P
(16 = S b RA R = (s (R)
=tanh(BJ). (7.33)

This agrees with the result from the direct calculation.
VIII. COMPUTATIONAL STRATEGIES

There are several possible strategies for calculating the
partition function while taking account of the final weight.
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For the Ising model, a direct solution to the original stochas-
tic equation is inefficient for large M, as almost all trajecto-
ries will have an exponentially small weight compared to a
very small number of optimal trajectories. We will demon-
strate a strategy for making use of the fact that we now have
a solution to the stochastic equations in closed form, which
allows the problem to be resampled in a more efficient way.

A. Optimized stochastic methods

One way to solve this problem is to use weighted kernels
or gauge equations, combined with a strategy for breeding
trajectories of largest weight, which is essentially the diffu-
sion Monte Carlo approach [32]. Another approach is to use
the Metropolis method [35], in which the link noise W;; is
repeatedly randomized, based on the final weight it gener-
ates, with some choices being accepted and some being re-
jected.

A third way is to define a new stochastic equation whose
solution gives the link noise distribution, without any addi-
tional weight. To see this more clearly, suppose we write the
final partition function as a multicomponent integral over the
link noises W, including the Gaussian weight factor used to
generate the noises W,

Z(B)=f "‘deeXp[— V(W,B)], (8.1)
where we have ignored all irrelevant normalization terms
and introduced a potential that already includes the weight
factor:

V(W.B) = —Bwfj S cosh(h,-,B+ > Wj}(,B)).
ij lj i J

(8.2)

The first term is the most important at high temperatures.
It tends to keep all link noises small, so that the magnetiza-
tion is nearly zero. The second term is increasingly important
at large B, as it gives an increasing weight to terms with
large correlated noises W;;, in which all links leading to a
given spin have an identical sign. This leads to formation of
magnetized clusters.

A general Fokker-Planck equation that leads to the
asymptotic solution exp[-V(W,B)] at 7— o« has the form

#_L, D{ﬂ a] P. (8.3)
gr 2 | gw. T ‘

where we define i={i,j} and differential operators d
= d/ dW;. Differentiating the potential V, one obtains

v 2W;
— = tanh(R,) — tanh(R;). (8.4)
oW, I8 ‘

A range of stochastic equations for the link noises can be
obtained by choosing different forms of the new diffusion
matrix Dj;r. In particular, we note that one may expect that a
dlffusmn matrlx that couples sites together over a distance of
order of the expected correlation length might be expected to
give a particularly efficient algorithm, as it tends to flip clus-
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ters of spins all of which have a similar spin orientation. For
simplicity, we do not investigate this here, as we are inter-
ested in demonstrating a technique, rather than finding the
most efficient implementation.

Constant diffusion

For example, the simplest diagonal choice of
Djjr = Bl

leads to the following stochastic equation for the link noise:

(8.5)

W, 1 v 1
E‘L:_E‘I‘ﬂ l] +§l](7-) Wl/+EJl/ {ml+ml}+§”(7'),
(8.6)
where m;=tanh(R;) =tanh{h,8+= [W(8)+W;(B)]} and
(&i(D &y (7)) = BJj 0y 6 ST = 7). (8.7)

Changing variables to R;=/;+2;W},(B), with corresponding
noises =2 ,(&;+§;), and an effectlve gain of g;=BX,J;;, this
reduces to

ij>

?:—R +g; tanh(R)) + Bh; + >, BJ;; tanh(R)) + &(7).
T J

(8.8)

The important feature of this exact equation is that no
additional weighting is required. Each link noise equation is
well localized, only scaling with the total lattice size. That is,
for a D-dimensional lattice and nearest-neighbor couplings,
there are just MD link equations for M lattice points. The
algorithm can be improved further by implementing link
noises with variable correlation lengths for calculations near
the critical point in order to spin-flip large clusters more
quickly and to reduce the problem of critical slowing-down.
This could be achieved by having larger noise coefficients
for longer-wavelength Fourier coefficients.

One can understand the equations physically as having a
similar behavior to the equation for the gain of a laser, with
the first term causing loss and the second term gain, although
with a nonlinear saturation as well. The first term is domi-
nant at high temperature (small B), while the second term
dominates at low temperature (large B). The external mag-
netic field term is like an injected field in the laser equations.
The fourth describes correlations, while the last is a noise
term.

B. Example

As an example, consider the uniform two-node case
again, where there is only one link and the two stochastic
variables are perfectly correlated. The stochastic equation is
then

— =—R+2pJ tanh(R) + Bh + &(7), (8.9)

with

(E(nélr)=2pIo(1- 7). (8.10)
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0.8

0.7

FIG. 1. (Color online) Stochastic calculation of two-spin corre-
lation: JB=1, 4000 trajectories, step size 0.05, semi-implicit
method with three iterations.

The correlation function is calculated from
(6765) = ([tanh(R)T*).

The results of a simulation of Eq. (8.9) are shown in Fig.
1. The corresponding correct result for the two-spin correla-
tion is given by Egs. (7.28) and (7.33) as tanh(JB)
=tanh(1)=0.7616. Detailed results over a range of tempera-
tures are compard with exact results at thermal equilibrium
in Fig. 2, with J=1 and h=0.

The sampling error in an ensemble of N trajectories can
be estimated as o/ V”./Tf, where o is the standard deviation of
the calculated results, and assuming a nearly normal distri-
bution. The actual sampling error for this simulation varies in
time and was estimated as 0.005 for large times—near
equilibrium—as shown in Fig. 3.

Given this estimated error, the calculated stochastic result
for the correlation agrees with the exact solution within the
sampling error.

(8.11)

1

0.9f ]
0.8f ]
0.7t ]
0.6f ]

0.5F 1

V4 4
(0] 0,)

0.41 1
0.3 ]
0.2 1

0.1F ]

0 L L L
0 0.5 1 1.5 2

B

FIG. 2. (Color online) Stochastic calculation of two-spin corre-
lations over a range of J3, comparison to exact results.
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Error-bar

00 2 4 6 8 10
t
FIG. 3. (Color online) Sampling error of two-spin
correlations.

C. Two-dimensional lattice calculation

As a nontrivial example calculation, we consider a 10
X 10 Ising model with periodic boundary conditions. Cou-
plings are nearest neighbor, on a rectangular lattice, with
Jij=1 and h=0.

The numerically calculated nearest-neighbor correlation
function is given for six different inverse temperatures f3.
Once the relevant stochastic averages have reached steady
state, they are time averaged as well as stochastically aver-
aged to give the correlation functions.

The results are shown in Fig. 4, along with a comparison
to the known exact solution [26] in the limit of an infinite
lattice. The critical inverse temperature in this case is S,
~(.44, as seen in the exact solution.

zZ Z
(070,

0 ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

FIG. 4. (Color online) Nearest-neighbor correlations for a 10
X 10 lattice as a function of inverse temperature. Circles: results
from stochastic calculations, 1000 trajectories. Solid line: exact so-
lution in the limit of an infinite lattice.
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IX. SUMMARY

We have shown how to obtain a general phase-space rep-
resentation with positive-definite diffusion, for multiple
SU(2) and more general SU(n) quantum systems, with cou-
plings obtained from the corresponding operator algebra. In
the case of qubits or two-level systems, the appropriate op-
erator algebra is the spin-half SU(2) algebra. This allows
some further simplifications in obtaining evolution equa-
tions.

The main application of these methods is to obtain sto-
chastic methods for calculating either canonical ensembles or
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time evolution of coupled atomic or spin systems. We have
taken the exactly soluble Ising model as an example. The
resulting stochastic equations were solved for correlation
functions at finite temperature, and we found excellent agree-
ment with known exact results. These techniques can also be
applied to more complex n-level cases, with time evolution
and coupling to external reservoirs.
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