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Electronic density corrugation and crystal azimuthal orientation effects on energy losses
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We present a detailed study of the energy losses of hydrogen ions that are scattered off an Ag(110) single-
crystal surface for primary energies between 1 and 4 keV. We performed measurements for grazing angles as
a function of crystal azimuthal orientation, which show large differences in energy losses. Experimental results
are discussed by means of trajectory calculations of protons scattered under grazing-incidence conditions on
the surface. Using nonlinear models for the stopping power, ab initio crystal structure calculations of the
electronic density, and semiclassical simulations, we obtain data that are in very good agreement with experi-
mental results. These simulations allow us to properly take into account the variations of the surface electronic
density and hence obtain an accurate description of the energy loss processes for ion scattering along various

azimuthal orientations of the target.

DOI: 10.1103/PhysRevA.78.032902

I. INTRODUCTION

The stopping of ions in matter has attracted much atten-
tion both theoretically and experimentally. From a practical
point of view, this subject is of interest in a number of areas
such as semiconductor doping using ion beams or ion-beam
cancer treatment. In all these cases an accurate knowledge of
the penetration depth of ions in matter is necessary. Many
studies have focused on charged particle penetration of bulk
matter [1-3] and for polycrystalline materials. In the case of
monocrystalline solids, the situation is complicated by chan-
neling effects. Similarly, in the case of surface scattering, the
phenomenon is also complex. This is because regions far
from the first atomic layer, where the electronic density de-
creases, may contribute to energy losses. The trajectory
lengths depend on the scattering conditions, like incident and
azimuthal angles, and very different trajectory types can be
found. Several recent experimental and theoretical investiga-
tions have focused on these problems [4—11], but the stop-
ping of ions along different crystallographic orientations on
the surface, where strong corrugations of the electron density
are observed, was not adequately described. This is related to
the fact that at a given distance from the surface, an averaged
electron density was assumed (see, e.g., [11]), which does
not realistically describe the density corrugation above a
crystal, especially in directions with high symmetry.

In the present paper, we report results of an investigation
of the energy losses of low-energy hydrogen ions scattered
under grazing incidence on an Ag(110) surface for various
crystalline directions. In an attempt to rationalize our experi-
mental findings, we have performed semiclassical and deter-
ministic simulations for particles under the same type of con-
ditions as the experimental one. We follow an approach
developed by us previously [13] for passage of ions through
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thin foils and scattering on surfaces and which we now im-
prove. In these calculations we solve the Newton equation
for the particle under the influence of the forces due to the
nuclei and core electrons and the stopping force coming from
elastic and inelastic interaction. The former forces influence
the multiple-scattering processes. For the case of noble met-
als like Ag and Au, proper inclusion of all valence electrons
(s, p, and also d) is important, as we have discussed previ-
ously [12] and has been pointed out very recently [14]. In
our approach we include a quantum dissipative friction force
resulting from the interaction with the valence electrons (s,
p, and d), and we use a nonlinear model and the local density
approximation [12—-14]. With this friction force we describe
the electronic energy loss and energy loss straggling pro-
cesses for the ions at the surface and inside the solid at the
first atomic layers. An important feature is added to our cal-
culations and corresponds to the so called “threshold effect”
for the excitation of valence electrons, as described in
[12,13].

On the other hand, in order to obtain the energy loss and
scattering parameters we need to characterize the surface and
bulk of the crystalline target with its spatial atomic positions
and spatial valence electronic density. The spatial electron
density is obtained through first-principles calculations
[15,16].

With this description of the target and semiclassical simu-
lations of the projectile dynamics, we can obtain the ion
trajectories and study the differences induced by lattice steer-
ing effects in the energy loss distributions. As opposed to
approaches used in earlier works [8,9,11], these calculations
allow us to properly take into account the spatial inhomoge-
neity of the surface electronic density and hence obtain a
more accurate description of the energy loss processes for
ion scattering along various azimuthal orientations of the
target.

The experiments and calculations will be described in the
next sections. We use atomic units throughout this paper
unless otherwise specified.

©2008 The American Physical Society
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II. EXPERIMENT

A brief account of some of the experiments we performed
is given in an earlier work [11]. The measurements were
performed using an experimental apparatus described in de-
tail elsewhere [17]. Briefly, H" or H™ ions are produced in a
discharge source using H, gas. The ions are mass selected
and deflected through 90° to eliminate photons and neutrals
before entering into the main UHV chamber. The pressure in
the chamber is of typically 2 X 107! Torr. The apparatus is
equipped for measurement of ion energy spectra using an
energy analyzer, as well as time-of-flight (TOF) scattering
and direct-recoil spectroscopy.

The Ag samples were bought polished to 0.05 wm. In situ
preparation consisted of repeated cycles of small-angle (a
few degrees, usually less than 3.5°) Ar* sputtering and an-
nealing. During sputtering, the crystal was rotated in order to
avoid induction of structures due to sputtering and obtain a
flat surface. In an earlier work [17] we have shown that this
procedure yields results for H™ ion fractions, which are very
sensitive to residual surface roughness, in excellent agree-
ment with theory. The surface cleanliness was ascertained by
measuring TOF spectra of scattered and recoiled particles
under Ar bombardment. The surface was assumed to be
cleaned when statistically significant peaks of recoiled O and
H were no longer observed.

Scattering measurements were mainly made using a TOF
technique for ion energies in the 1-4-keV range for a scat-
tering angle of 7° using a position-sensitive 30-mm-diameter
channel-plate multi-anode detector set at a distance of 2.2 m
from the scattering center at the end of a TOF analysis tube.
A deflector plate assembly set before the channel plate al-
lows separating the incoming positive and negative ions and
neutrals, which can thus be detected simultaneously by three
anodes. The detecting system has an acceptance angle of
about 0.08° in the (horizontal) scattering plane and 0.2° in
the out-of-plane (vertical) direction. The incident-beam
maximum divergence as defined by collimation slits is =0.2°
in the scattering plane.

Measurements were made for specular scattering condi-
tions with an incident angle of 3.5° as measured with respect
to the surface plane. The target angular position is deter-
mined by controlling the ion current and wobbling (rotating)
the target slightly. Subsequently a maximum count rate at the
detector may be sought to check the optimal counting posi-
tion. The incident angle is therefore defined to an accuracy of
about 0.1°. Time-of-flight spectra for each charge state were
recorded. In these measurements the energy losses are deter-
mined with respect to the energy of the incident beam elec-
trically reflected from the sample. This corresponds to scat-
tering with a repulsive voltage applied to the sample so that
the ions do not undergo any inelastic processes.

The crystal azimuthal setting is determined by measuring
the scattered intensity of the ion beam in the forward direc-
tion during an azimuthal scan. This allows a precision better
than 0.2°. In the following we will refer to the crystal azi-
muth in terms of angles in degrees counted from the {001}
direction; i.e., 0° refers to the {001} direction and 90° refers
to the {171 0} direction.
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III. SURFACE AND BULK ELECTRON DENSITY

In order to describe the electronic density of surface and
bulk in real space retaining their inhomogeneities, we have
performed detailed calculations of the Ag(110) system. Our
description is based on the ab initio linear muffin-tin orbital
(LMTO) method, which has been explained elsewhere
[12,13,15,16]. The method is based on density functional
theory (DFT) within the local density approximation (LDA)
for the exchange correlation potential. The calculation solves
iteratively the Kohn-Sham equations taking into account the
spatial environment of the atoms until self-consistency is
reached. The charge densities using this method are in excel-
lent agreement with those obtained from linear augmented
plane-wave full-potential (LAPW) calculations, although the
LMTO method uses an atomic sphere approximation for the
one-electron potential and empty spheres to simulate the in-
terstitial region in open structures [16]. To model our system,
we have used a rectangular supercell (2dX\2d X 10d),
where d=a/\?2, a being the standard lattice constant for sil-
ver (a=4.086 A). This cell contains 20 atoms including the
empty interstitial spheres. In the z direction ((110) direction),
there are 20 atomic planes within a distance of 10d; of them,
8 atomic planes were left empty in order to simulate the
surface, as shown in Fig. 1. In this figure we show also the
electronic density profile averaged in the XY plane as a func-
tion of the z coordinate. This calculation was done gradually
by calculating the electronic charge density profile along the
z direction and, in this way, estimating the separation be-
tween the slabs. The charge density in the middle of the
empty region was less than 1X107° in a.u. The atomic
sphere radii used were 3.167 A for Ag and 2.761 A for the
interstitial spheres.

In order to get an idea about the different contribution of
s, p, and d electrons of the valence band, we show in Fig. 2
the charge density (angular average) variation with distance
from the atom position in bulk and surface. The electronic
charge density is predominantly of d character in both cases.
The s and p contributions are important only in the intersti-
tial regions.

The XY dependence of the spatial variation of the elec-
tronic charge density is illustrated in Fig. 3 for the bulk and
surface, respectively. Figure 3(a) shows the average density
profile projection of the valence charge density in the (110)
plane in a.u. at 0.72 A above the first atomic layer in the
surface. This distance corresponds to half of the interatomic
plane distance in the (110) structure. Figure 3(b) shows the
average density profiles in the bulk at the same distance from
a layer inside the solid. The (110) structure is clearly seen,
with the maxima at the corners corresponding to the posi-
tions of the Ag atoms that are at the surface. The density
peak in the middle of the figure for the bulk density disap-
pears in the case of the surface because this peak corresponds
to a contribution from the plane below the considered one.

The spatial distribution of the valence charge density was
used to calculate the electronic stopping of the projectile
along its trajectory within the local density approximation.
As may be seen, the electronic charge density of the Ag(110)
surface strongly depends on the azimuthal angle, so the elec-
tronic stopping power will also depend on the relative orien-
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FIG. 1. (Color online) Superlattice used in the calculation of the electronic charge density in the Ag(110) surface. The solid (red) spheres
represent the position of the Ag atoms. Gray (green) spheres depict the open spheres. Also shown is the averaged electronic density below

the picture (in red).

tation of the surface with respect to the ion azimuthal inci-
dence. It is also clear that information on ion surface distance
dependent stopping obtained from scattering experiments as-
suming an averaged electron density at any given distance
from the surface could be unrealistic (see, e.g., [4—11]), al-
though the simulation may yield reasonable results for some
scattering configurations.

IV. MODEL CALCULATION

The simulation of particle trajectories is made by solving
the Newton equation of motion using the Runge-Kutta
method of integration. For comparison we use various poten-
tials in order to describe the interatomic forces between the
projectile and the lattice atoms, Lenz-Jensen, Moliere, and
Ziegler-Biersack-Littmark approaches, which are denoted by
Vlatice- The expression describing dynamics of the ion is

N .
F(;) = M? == VVlattice(r’R) - VVimag(Z) +f(U,Vl(F)) .

(1)

In this equation, M is the projectile mass; r is the ion posi-
tion, and R the crystal atom position. Vjy,, correspond to the

image potential. The term f(J ,n(r)) corresponds to the fric-
tion force arising from the ion-electron interaction and de-
pends on the electron density in a given point of the lattice,
n(r). The features of this friction force are described below.

A. Image potential

If we consider the charge state (positive or negative par-
ticle) of the incident particle, we have to consider the image
force Vip,e on the projectile induced by the presence of the
projectile charge in front of the metallic surface. This aver-
age force is used in the calculation in the approximation of
Jones, Jennings, and Jepsen (JJJ) for the surface barrier in a
metal [18,19]:

Vimag(z)
1 2U,
1 — e Me20) . 72< 20, =0 _ 1,
22 hoi<a,a=T
B - U, U
%, otherwise, =0
ae P20 4+ 1
(2)

Here « and B are obtained by fitting V;,,,(z) and its deriva-
tive at the image plane z=z,. Image potential parameters for
the Ag(110) face are obtained by first-principles calculations
and using a database of surface-state energies in the metals.
These parameters have the following values: zop=—1.53 a.u.
is the image plane position; Uy=1.03 Ry, and A=0.96 [19].
For this system the corresponding jellium edge is z;=—1.36.
Figure 4 shows the plotted curves for the image potential and
the image force derived from this potential. We also show the
projection of the mean electronic density at the surface and
the bulk in the XZ plane calculated as described above. The
vertical axis is in arbitrary units, and the horizontal axis is
perpendicular to the (110) surface and is in atomic units. The
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FIG. 2. (Color online) Radial averages for s, p, and d partial
charge densities of electrons (multiplied by 47r?) as a function of
distance from the nucleus in (a.u.) for Ag atoms (a) at the surface
and (b) in the bulk.

maxima in the electron density profile correspond to the
atomic positions of silver atoms close to the surface.

B. Atomic vibrations

We will also briefly consider the effect of atomic vibra-
tions. Uncorrelated lattice vibrations are introduced assum-
ing that the atoms are allowed to move independently of
each other in all directions. There exist several theoretical
calculations and experimental approaches in order to obtain
the rms vibrational amplitudes at crystalline surfaces
[20-22]. Below the third or fourth layers, we use the bulk
value given by the tabulated Debye temperature for Ag(110)
[23] equal to 225 K, corresponding to 0.09 A. In the case of
Ref. [20], the semiempirical findings are larger than theoret-
ical calculations [21,22]. In our simulations we use a stan-
dard Gaussian distribution for the probability of finding the
atom at a distance u from its equilibrium position. Here we
impose a cutoff for u because it has the practical advantage
that very large displacements never occur [24]. Thermal vi-
brations are considered as static disorder. Also, here we do
not consider lattice atom dynamics since a projectile at the
energies considered here sees a static, frozen, surface, and
bulk along its path.

PHYSICAL REVIEW A 78, 032902 (2008)

FIG. 3. (Color online) (a) Average charge density profile in the
bulk at 0.72 A of distance from any atomic layer. (b) Average
charge density profile at 0.72 A of distance below the first atomic
layer at the surface.

C. Energy loss and threshold effect

The electronic energy loss is included explicitly in the
dynamics of the particle using the instantaneous particle en-
ergy calculated in a continuous slowing-down process. Also
a spread of energy loss determined by the energy loss strag-
gling effect is included. This important parameter is partially
responsible for the broadening of the energy loss spectra.
The magnitude of the particle energy loss interacting with a
homogeneous jellium based on the nonlinear or transport
cross-section model is given by [14]

d£ == nUUeO'tr(ﬂ) =-Quv. (3)
dx

In this equation, n is the electron density, v the ion velocity,
and Q is the so-called friction coefficient. The factor o, is
the transport cross section in terms of phase shifts &(n),
corresponding to scattering of waves with angular momen-
tum /, and is given by the well-known expression

Oy = 27Tfﬂ|f(1‘})2(1 —cos ¥)sin I d, (4)
0

where f() is the scattering amplitude given by
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FIG. 4. Tmage force and image potential profile (vertical axis is
in arbitrary units and the horizontal axis is in atomic units). Also
shown, is the projected averaged XY electronic density in the plane
XZ and the position of the image plane.

f(9) = ULE (21 + 1)e' sin(8) Py(cos 9), (3)

F 1

where vy is the Fermi velocity in the center-of-mass refer-
ence frame. Phase shifts are determined numerically by solv-
ing Schrodinger’s equation for the scattering of electrons by
a known hydrogenic screened potential and the transport
cross section (TCS) approach [12]. This is a self-consistent
model to adjust the screening constant and ensure that the
Friedel sum rule is satisfied [14]. In a similar way and using
the same nonlinear model, we include the quantum fluctua-
tions in the energy loss, the energy loss straggling for low
velocities, given by [25]

O*(n) = 3nvzv%AxJ do(n, ®)sin®(972). (6)

In this relationship, do is the differential scattering cross
section, obtained also from the phase shifts &(n), and Ax is
the path length.

Several linear and nonlinear theoretical calculations of the
stopping power for slow ions predict a simple proportionality
with the ion velocity in the case of metallic targets [1,3]. The
origin of this velocity dependence can be traced back to the
basic properties of the free electron gas model. However,
recent experiments on energy loss of protons in metals like
Cu, Ag, Au, and Pd have shown significant deviations from
this prediction for ion energies below about 5 keV [26-28].
This behavior was explained as arising from band structure
effects [13]. Indeed the electronic structure of transition met-
als strongly deviates from that systems, like Al. In the latter
systems there is a typical parabolic density of states (DOS)
where the free-electron gas model applies and yields Eq. (3)
for the velocity dependence of the stopping power. Previous
experiments have shown that this dependence is well satis-
fied for Al, Sb, and Bi, but not for transition elements like
Cu, Ag, Au and Pd [29,30]. Experiments for energy loss of
protons and deuterons in channeling conditions through
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FIG. 5. (Color online) Density of states for bulk (blue line) and
surface (red line) for Ag(110) system: (a) total density of states (b)
d density of states, (c) s density of states, and (d) p density of states.

monocrystalline thin films of gold have been performed re-
cently [31]. In that work experimental results provide clear
and detailed evidence of the departure from the velocity pro-
portionality and they show a transition between two regimes
in the energy loss processes: one corresponding to a high-
velocity regime, from 0.5 to 1.0 a.u., and a second regime of
very low velocities, below 0.1 a.u. Additionally, in that work
the authors present a simplified model that describes the
strong influence of the material’s electronic structure on the
ion energy loss through the so-called threshold effect. An-
other recent experimental work [32] gives also additional
evidence for the nonlinear dependence of the energy loss for
protons obtained using a different geometry, where they use
TOF low-energy ion scattering. This overall evidence leads
us to consider and include a “threshold effect” for protons in
surface scattering calculations onto a crystalline Ag target.

In order to clarify details about the electronic band struc-
ture for Ag(110), in Fig. 5 we show ab initio calculations of
the total and partial densities of states for bulk and surface:
(a) total density of states, (b) density of states for d electrons,
(c) density of states for s electrons, and (d) density of states
for p electrons. These densities of states were obtained using
the same ab initio approach for the spatial electron density,
tight-binding (TB) LMTO, described in Sec. III. The partial
DOS for s and p electrons does not show a free-electron-like
character, or a parabolic behavior as in the aluminum case.
Furthermore, the s state shows a localized band close to the
bottom of the band. The p-state behavior is somewhat similar
to that of the d states.

The model for the threshold effect that we applied in this
work is an improved model with respect to the one used in a
previous paper [13] and the analytical one presented by
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FIG. 6. (a) Energy loss and energy loss straggling parameters Q
and o [see Eq. (13)] as a function of the electron density parameter
ry: solid and dashed curves, respectively, in the TCS approach [12],
and up and down triangles, DFT [3] approach for energy loss strag-
gling and energy loss, respectively. (b) Experimental friction coef-
ficient as a function of velocity for protons transmitted through
monocrystalline Au(100) film, from the Bariloche setup (down open
triangles) and from the Valparaiso setup (up open triangles). To-
gether with these data, we show the calculated coefficient using our
dynamical simulation for protons in a single-crystal gold. Data cor-
respondence is the following: left solid triangles are the most prob-
able energy loss, and right solid triangles are the mean energy loss
obtained from the simulated energy loss distribution in transmission
geometry.

Valdés et al.[30]. Here we maintain basic and fundamental
ideas about the threshold effect, but with some additional
considerations. In the previous work we have considered the
threshold effect for d electrons, while the s and p electrons
were considered as free. Because of the above-mentioned
characteristics of the density of states for s and p electrons
for Ag, we also include here the threshold effect for these
states too.

In a previous work of Valdés et al. [30], in describing the
threshold effect, Au was considered to be monovalent and
the electronic configuration for a free Au atom is 5d4'%6s".
However, according to TB-LMTO calculations, the elec-
tronic configuration for Ag atoms in the bulk is
4d°31559725p077 and at the surface is 440550095044,

In order to introduce the threshold effect in the excitation

PHYSICAL REVIEW A 78, 032902 (2008)

of valence-band electrons, we use the fact that we know the
contribution from s, p, and d electrons to the charge density
in a given point of the lattice 7. We consider the total elec-
tronic density at r, n,,.(7), and an effective local electron
density n.¢(r). Regarding the total electron density, the cor-
responding electron states in the solid are localized and
bound (according to the appropriate density of states), and so
the creation of an electron-hole pair is achieved only if the
projectile loses a minimum of energy, AE, in a binary colli-
sion. This energy threshold is the difference between the
Fermi energy and the energy of the electronic state of the
involved electrons. Then, only a fraction of the electrons of
the local electron density n.(7) at the instantaneous projec-
tile position 7 can be excited and contribute to the stopping
power and to the energy loss straggling of the particle.

In the binary collision approximation, the energy transfer
is [33]

AE(9) =vv,(1 —cos ). (7)

Here, 1 is the scattering angle of the electrons in the labo-
ratory system and v, is the relative velocity between electron
velocity and ion velocity. To estimate the threshold energy,
we use an average energy transfer depending on the electron
density:

(AE) =v(v,(n))B(n). (8)

Here we consider the relative velocity in the limit v <<vp,
(v(n))=vp, where v=(37n)"3. The factor B(n) is defined
as the average value of 1—cos 9 over the normalized cross
section function:

J I7(0)A(1 = cos 9)dQ
B(n) = . 9)
f [f(0)PaQ

The mean energy transfer is then compared with the band-
width of the local density of states (LDOS). We use the fact
that the probability distribution of energies of the electrons in
a given point is given by the normalized LDOS. Therefore, if
(AE) is larger than the bandwidth, all the electrons of the
corresponding band can be excited. On the other hand, when
(AE) is a fraction of the bandwidth, only the fraction of
electrons lying between Ep—(AE) and Ef in the LDOS can
be excited. By this method, not all valence electrons can be
excited in a given interaction, and therefore only a fraction of
the valence electrons contribute to the stopping. This effect is
enhanced at lower proton velocities, where only a reduced
fraction of valence electrons of the system contribute to the
stopping power. The calculated electronic LDOS indicates
the way in which the electron energies are distributed. Usu-
ally the DOS are normalized in such a way that the integral
up to the Fermi level gives the total number of electrons, but
we can also normalize the DOS such that the integral up to
the Fermi level is unity, and in this way, the integral of the
DOS between two arbitrary energies gives the percentage of
the electrons having their energies in that range. Therefore
the DOS can be interpreted as the probability distribution of
the electronic energies in the system. In our model we as-
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FIG. 7. (a) Experimental energy loss spectra of incident 4 keV hydrogen scattered through 7° along different azimuthal directions on
clean Ag(110). The dashed line in the bottom panel shows the incident beam profile. (b) Energy loss spectra for 7° scattering in a random

direction of incident hydrogen for 1, 2, and 4 keV. The incident beam profile is shown for hydrogen for 1 keV.

sume that the same probability distribution is also valid lo-

cally in the frame of the local density approach.
Then, for a given point in the lattice, the local electron

density is given by

ntot(;) = ns(;) + I’l,,(}_:) + nd(;)

and the effective electron density is given by

ep(r) ep(r)
@ =) [ oo d [

(10)

gp(e)de

€

ep(r)
G f  gile)de. (i

Here, g (¢), g,(e), and g,(e) are the [-projected density of
states of the system and we define &’ =gp(r) —(AE), where &p
is the Fermi energy of the system and (AE) given by Eq. (8).
Summarizing, the energy loss and the energy loss straggling
are both a function of the particle velocity and of “the effec-
tive electron density.” Consequently, the energy loss and en-
ergy loss straggling quantities can be written as

oE

ox =f_)(6aneff(;)) == Q(neffav)v, 0%= w(neff’v)ngz~

(12)

Thus, the coefficients Q, the friction coefficient, and @ de-
pend on the excitation spectra of the electrons and the ion

velocity. In Fig. 6(a) we show these parameters as a function
of r,, without regarding the velocity dependence. The param-
eter r, is the one-electron radius defined through the free
electron gas density model as r,=(3/47n)". In Fig. 6(a) we
show calculated coefficients for stopping and straggling us-
ing the TCS model and Friedel sum rule as mentioned pre-
viously, corresponding to the solid line and dotted line, and
the result of more elaborate calculations using the DFT for-
malism [3]. In this model we use the TCS approach because
we need an extended range of r,, useful for taking into ac-
count the spatial inhomogeneity distribution of the electron
density.

In order to show the features of our model and the veloc-
ity dependence of the energy loss , we have done simulations
for protons and deuterons in transmission through single
crystal gold in the (100) direction. In that plot we show the
experimental data obtained by two independent laboratories
(Bariloche and Valparaiso). Our calculation for the friction
coefficient is shown in the Fig. 6(b) together with recently
published experimental results|31]. Good agreement may be
seen between experiment and simulation data.

This plot [Fig. 6(b)] is the best way to visualize the
threshold effect. At high velocities the friction coefficient
behaves as theory predicts and is velocity independent. In
this velocity range using Eq. (3), we can say that the mean
electron density probed by the projectile is around 0.058 28
a.u. (r,=1.6). This value corresponds to 7.75 electrons per
atom participating in the stopping process, so they can be
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FIG. 8. Panel (A): interatomic distance (A) dependence of the
ZBL, Moliere, Lenz-Jensen (LJ), modified LJ, and modified LJ plus
image potentials (eV); see Eq. (2) for the image potential. Panel
(B): dots represent the simulated energy loss distribution for 4-keV
protons incident 90° azimuthal direction for the following potentials
(a) ZBL; (b) Moliere, (c) LJ, and (d) LJ (modified) potentials. In all
these calculations with different potentials, we include the image
potential. Solid lines correspond to the experimental energy loss
distribution.

considered as free electrons. For velocities below 0.45 a.u.,
the effect begins to be appreciable and the friction coefficient
depends strongly on the ion velocity. At very low velocities,
below 0.15 a.u., we can observe a new saturation zone,
where the projectile probes a mean electron density of
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FIG. 9. In this plot we show the energy loss distribution for
4-keV protons incident at 90° regarding image and threshold ef-
fects. The solid line in the figures corresponds to the experimental
spectrum.

0.00435 a.u. (r,=3.8), corresponding approximately to 0.58
electrons per atom.

V. EXPERIMENTAL AND THEORETICAL RESULTS

In this section we describe the experimental data and the
calculations of energy loss distributions for protons scattered
from a Ag(110) surface. These energy distributions are ob-
tained for different azimuthal incident directions. We will
first show the experimental results and thereafter study the
characteristics of the calculated energy loss distributions
along the main azimuthal directions and in random direction.
Finally, we do a comparison between experimental and simu-
lated data.

A. Energy loss distributions: Experiment

Figure 7 shows hydrogen energy loss spectra measured as
a function of the crystal azimuth for a 4-keV incident ion
energy. One can see that in general the energy loss spectra
are fairly narrow for a “random” scattering direction (not
corresponding to the main low-index crystallographic direc-
tions; see, e.g., the spectrum for scattering in the 10° direc-
tion) and broaden for scattering along the channeling direc-
tions. One can note that the spectra for the channeling
directions appear to be composed of roughly two compo-
nents. Thus at 4 keV the spectrum for the zero-degree azi-
muth has a maximum at 300 eV and a small shoulder at
about 180 eV. For the 90° azimuth the spectrum has a maxi-
mum at about 300 eV and a larger shoulder at about 180 eV.
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FIG. 10. Calculated energy loss distribution for protons at 4 keV for different azimuthal directions as indicated in each panel. In panel
(a) are plotted the total energy loss distributions corresponding to all particles scattered off the surface. In the panel (b) we show the energy
loss distributions for “detector-selected” particles (solid circles) and the experimental data (solid lines).

For random scattering (e.g., at the measured angles of 10°,
23°, or 53°), the energy loss is about 180 eV. Rapid changes
in the energy loss spectra occur when the azimuthal angle is
changed in the vicinity of the channeling direction [11], and
for large deviations from the channeling direction the shape
of the spectrum tends to the shape for random scattering.

The energy losses for various outgoing charge states were
found to be essentially the same (see also Maazouz et al.
[34]). This was also the case for incident H* and H™. The
energy losses are found to increase with increasing energy as
illustrated in Fig. 7(b) for the random scattering case. The
energy dependence for various azimuthal orientations will be
discussed later below.

B. Energy loss distributions: Simulations

In this section we show the results corresponding to simu-
lations of the energy loss distributions for protons with inci-
dent energies ranging between 1 and 4 keV, with a 3.5° in-
cident elevation angle, for different azimuthal directions: 0°,
90°, and random directions. The energy loss distributions of
those particles are “detected” at 3.5° in the scattering plane
using a virtual “detector”; we will call this distribution “se-
lected.” The dimensions of this “detector’” are similar to the
experimental one. The energy spread in the incident beam,
which is comparable to the experimental one, is also consid-
ered in these simulations (see Fig. 7).

We can also count all the scattered particles (27 solid
angle), and the energy loss distributions thus obtained are

called “total.” The simulations were done for several thou-
sand trajectories for each incident energy and angular param-
eters. The output data files contain either final positions and
velocities or the positions and velocities for particle trajecto-
ries as a function of time.

Using our computational code, we can easily obtain tra-
jectories, energy loss distributions, and angular distributions
of all the scattered particles. In particular, we can obtain
energy loss distributions for particles traveling above the sur-
face or inside the solid and analyze the contribution of those
particles with different trajectories to the total energy loss
spectrum. Here we shall show general results of energy loss
distributions and examples of characteristic trajectories as a
function of the azimuthal orientation of the target.

1. Choice of interatomic potential, threshold,
and image potential effects

It should be pointed out here that when protons approach
the surface they are efficiently neutralized. The resulting hy-
drogen atoms can then be converted into negative ions by
resonant electron transfer as discussed in detail by Maazouz
et al. [34]. A rigorous description of energy losses must in-
clude the effect of the electron transfer and include the effect
of the image force on the particle trajectories when consid-
ering ionic movement. At present, this is difficult to perform
and the exact charge state of the ion near the surface remains
problematic. In the following we therefore present calcula-
tions in which we consider first two extreme cases in which
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FIG. 11. (Color online) Simulated energy loss distributions for a
4-keV proton beam incident at 0°, 90°, and 23° azimuthal angles
and 3.5° elevation angle compared with their respective experimen-
tal energy loss distributions. The effect of including or not the
atomic vibrations is shown for 0° and 90° azimuth directions.

the image force (i) is not included, (ii) is included up to the
image plane, and (iii) up to the end of the trajectory. The first
case corresponds to no neutralization or neutralization in the
incoming path very far from the surface. The second and
third cases corresponds to strong image potential modifica-
tions of the trajectory and should be overestimations of its
effect, since proton neutralization should occur efficiently
over a range of distances before reaching the image plane.
Some negative ion formation and destruction should also oc-
cur, and therefore we also include case (iii).

On the other hand, in the inelastic stopping power calcu-
lations we consider that the proton moves as screened par-
ticle in an inhomogeneous free electron gas, so the stopping
depends on the electron density along its trajectory. Accord-
ing to the analysis done by Arista [35], slow protons in met-
als behave as free particles dressed by a screening cloud of
conduction electrons for velocities smaller than about 1 a.u.
This conclusion is backed by full-size band structure calcu-
lations from Vargas et al. [35]. At higher velocities (v
>vF) bound states of electrons around protons appear, and
at the same time the coupling between the projectile and the
target weakens. Therefore it is a good approximation to con-
sider only one charge state during the simulation; that is, we
assume that the stopping power can be calculated consider-
ing that there always is a screened proton. However, the
phase shifts vary during the proton trajectories as they de-
pend upon the local value of the electron density.

We shall first discuss the shape of the energy loss distri-
butions for different interatomic potentials. The model poten-
tials used in these calculations were Ziegler, Biersack and
Littmark (ZBL), Moliere, and Lenz-Jensen (LJ) [36], and LJ
potentials with a small modification to the screening length
following the O’Connor-Biersack approach [37], which we
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call the LIM potential. Here we use the Thomas-Fermi
0.88534a

\Z+\Zy)¥3?

plied by a factor of 1.07. This( nllodizi)ication gives the best
agreement with the experimental energy loss distribution as
shown in the Fig. 8, plot (d) in panel (B). In our case for
grazing scattering the long-range part of the interatomic po-
tential is important; see, e.g., Ref. [38]. This is because in
our case the perpendicular velocity with respect to the sur-
face determined by

screening length given by a= which was multi-

E| =E, sin*(9), (13)

where Ej is the incident energy and 6 is the elevation angle,
is small. Thus this energy value is approximately 15 eV for 4
keV of incident energy and 3.5° incident angle. The behavior
of these potentials as a function of internuclear distance is
illustrated in Fig. 8 [panel (A)].

As shown in the Fig. 8 [panel (B)], the experimental en-
ergy loss distributions using these potentials, and including
threshold effect and image force, show an asymmetric shape
where in some cases shoulders appear. This secondary struc-
ture arises from different contributions to the particle energy
loss where trajectories explore different electron densities
and travel at different distances with respect to the surface
atomic planes before they reach the detector (see below). It is
noteworthy that all potentials give a most probable energy
loss (peak maximum) close to the experimental result.

In Fig. 9 we compare the energy loss distributions ob-
tained using the LJ-modified potential, considering the image
force and threshold effects. We show the energy loss distri-
bution for 4-keV protons incident at 90°. We show the results
for the cases when the image potential is (imf=0) not in-
cluded and included (imf=1) up to the end of the trajectory.
Also shown is the effect of the threshold effect (th=0 or th
=1). A third case is considered here, where we include the
image potential up to the image plane in the ingoing trajec-
tory. In this case no particles are detected in the specular
position of the elevation angle of the detector—i.e., at 3.5°%
instead of this, we obtain particles at 4.2°. There is not much
difference in shapes for the two cases [(b) and (c) in Fig. 9]
of inclusion of the image potential.

Inclusion of the image potential results in more or less
significant modifications of the shape of the energy loss dis-
tributions, including the appearance of a long tail at large
energies. As will be discussed below, the large energy tail is
due to particle penetration into deeper layers of the surface.
The greatest overall change corresponds to the case of the LJ
potential. The position of the most probable energy loss is
reduced somewhat for the LJ potential and appears as a
hump at large energies. Changing the screening length to this
potential we obtain good agreement with the experiment.
The inclusion of the threshold effect leads to a lowering of
the energy loss by about 100 eV and is thus an important
correction in agreement with the results of transmission ex-
periments on the similar Au case.

It the absence of an accurate treatment of electron transfer
phenomena and image potential along the proton trajectory,
it is at present difficult to identify the correct interatomic
potential that should be used. None of the potentials yield a
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FIG. 12. Energy loss distribution for 4-keV protons incident at 0° [panel (A)] and 90° [panel (B)] directions and detected in the same
direction: (a) total energy distribution, (b) selected distribution at 3.5°, (c) selected particles coming from on top of the surface, and (d)

selected particles coming from the first interlayer.

very good agreement with the overall shape of the experi-
mental energy loss spectrum. Interestingly the best agree-
ment with the experimental energy loss distributions is found
using the a modified LJ model potential, which thus presum-
ably best models the effective potential (including image
force effects and threshold effect) during scattering. In the
following we shall therefore discuss calculations that were
done using this potential to illustrate the main aspects of
stopping as a function of energy and azimuthal scattering
angle.

2. Azimuthal dependence of energy losses

In Fig. 10, panel (a), we show the total calculated energy
loss distributions corresponding to protons at 4 keV incident
in the azimuthal directions: 90°, 35°, 10°, and 0°, “detected”
in 24r. In the right panel (b), we show the calculated energy
loss distributions that have been ‘“detector selected” and
compared with the corresponding experimental results of
Fig. 7. In the right panel, lines represent the experimental
data and circles the calculated distributions. These calcula-
tions were done using LJ interatomic potential model, with
threshold effect.

As may be seen, the overall characteristics of spectra for
the different azimuthal orientations can be reproduced. As
mentioned, there were no experimental data corresponding to
the “total” energy loss distribution.

3. Effect of thermal vibrations

Finally, in Fig. 11, we show a comparison of the calcu-
lated energy loss distributions with the experimental ones

with and without the inclusion of atomic vibrations. This is
illustrated only for the 0°, 90°, and 23° directions, since
simulations become extremely lengthy. Thus, the spectrum
without atomic vibrations corresponds to a calculation with
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FIG. 13. Sketch of the Ag(110) surface (left panel), black solid
circles are Ag atoms of the first layer, gray solid circles correspond
to Ag atoms of the second layer. Small black points indicate the
initial position of the particles on top of the surface that, after scat-
tering, reach the “small detector”. In some cases these merge into
lines. The incident projectile is in the 90° azimuthal direction (a)
The initial position of all the particles, (b) the initial position of
particles that travel on top of first layer, and (c) the initial position
of particles that will travel between the first and second layers. Also
shown (right panel) are the corresponding energy loss distributions.
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FIG. 14. (Color online) (a) Energy loss distribution for 4-keV protons incident at 90° azimuthal angle and 3.5° elevation angle,
corresponding to the initial impact points shown in panel (b). (c) Examples of trajectories (atom surface distance dependence) corresponding
to the different regions a—f in panel (b). (d) Azimuthal angle variation along the trajectory for the cases shown in panel (c). Electronic
density “seen” by the ions along the trajectories of panel (c). The vertical scale is the same for all plots except for (b) for which the scale

is indicated on the right.

500 000 trajectories while the one with atomic vibrations to
about 1 000 000 trajectories. The effect of including atomic
vibrations leads an enhancement of the main peak and the
shoulder corresponding to those particles traveling on top of
the surface tends to disappear or to diminish its intensity.
Here we included uncorrelated atomic vibrations in which all
atoms move independently. This approach presumably gives
an upper limit to this effect. A more refined approach should

include “correlated” atomic vibrations as discussed in, e.g.,
[39].

4. General characteristics of detector-selected spectra

Here we analyze different contributions in the energy loss
spectra. An interesting question regards the regions on top
and below the surface, explored by the particles, which con-
tribute to different parts of the energy loss distribution.
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In Fig. 12 we show the energy loss distribution for 4-keV
protons incident along the 0° and 90° azimuthal angles. For
these scattering directions, the main contribution to the en-
ergy loss spectra comes from particles channeled in the first
interatomic layer.

To get a more refined analysis, in Fig. 13 we show a
sketch of the Ag(110) surface, where we have added the
projected initial impact positions on the surface for particles
that finally reach the experimental-like, “small,” detector and
contribute to the final spectrum, with different energy losses.
The atomic rows of the first layer are denoted by solid circles
while the atomic rows corresponding to the second layer are
denoted by crosses. In the left panel, Fig. 13(a), we indicate
the initial position of all the particles. Figure 13(b) indicates
the initial position of particles that travel on top of the first
layer, and Fig. 13(c) indicates the initial position of particles
that travel between the first and second layers. The right
panel of this figure illustrates the corresponding energy loss
spectra. As may be expected, in general, the deeper interlayer
space contributes to the tail of high energy losses, due to the
high electron density distribution below the surface. Trajec-
tories below the first atomic surface layer contribute to the
maximum of the energy loss distribution. Above the surface
the trajectories mainly contribute to low energy losses. How-
ever, we also observe a high-energy-loss contribution.

A more detailed analysis of the energy losses as a function
of trajectory type is presented in Fig. 14 for 90°. The energy
loss spectra [panel (A)] corresponding to different trajectory
classes labeled a—f in panel (B) are shown. The characteris-
tics of these trajectory classes are further illustrated in panels
(C)—~(E), in which we show, for some selected trajectories,
the atom surface distance dependence, the evolution of the
azimuthal angle along the trajectory, and the density “seen”
along the trajectory (the plots are drawn along the 90° direc-
tion). Note that the oscillations in the density curves corre-
spond to the maxima of electronic density near the atoms
along the trajectory. The energy losses corresponding to
these trajectories are a, 199 eV; b, 427 eV; ¢, 317 eV; d, 348
eV; e, 318 eV; and f, 238 eV.

The smaller losses correspond to particles traveling above
the first (1R) and second (2R) layer atoms, for which the
trajectories (types a and f) lie along the initial azimuthal
direction. Trajectories b—e are of a zigzag type (see also,
e.g., [6]) and yield larger energy losses, since the atoms
cover a longer distance in regions of higher electron density.
In this case the atoms actually travel through subsequent
regions of high density, moving close to atomic rows, as may
be seen in panel (E). The trajectory b, starting near row 1R,
corresponds to a special type of “skipping” motion (see, e.g.,
[40]), where hydrogen first recedes from the surface, travel-
ing at an oblique angle of about 93.5°, and is then attracted
back to the surface by the image potential, finally bouncing
back in the original direction after a rather long distance. It
thus again passes through a region of high electronic density
as may be seen in panel (E). The intermediate trajectory
changes correspond to passage close to other atomic rows.
These are reflected in the tiny secondary “hump” in the elec-
tronic density observed at a ca. 750 a.u. distance correspond-
ing to flight above the adjacent top row 1R, of atoms. A
similar small hump may be observed more clearly as a step
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FIG. 15. Most probable energy loss obtained with the simula-
tions compared with the experimental results as a function of the
incident energy of the projectiles for main azimuthal angles and
random azimuth. Solid circles correspond to the experiment data.
Up triangles correspond to calculated energy loss with no threshold
effect and no image force. Squares correspond to simulations just
including threshold effect. Down triangles correspond to simula-
tions with just image force. Diamonds correspond to the simulation
data including the threshold effect and image force.

just before the final maximum in the electron density at
about 2600 a.u. Sampling of some other trajectories in this
region (which, however, did not reach the “small” detector
and are not included here) shows examples of multiple hops.

5. Ion energy dependence of energy losses

In order to get a general picture of the energy loss behav-
ior as a function of the incident energy, the most probable
energy loss is plotted as a function of the incident energy in
Fig. 15. As mentioned previously, the most probable energy
loss is similar for the different potentials discussed above.
The calculations shown correspond to the modified LJ poten-
tial which appeared to be the best “effective” potential to
give good overall agreement with the shape of the experi-
mental energy loss distribution, as described above. We show
the trends of the energy loss, with and without the threshold
effects and with an without image force effect, for protons
incident along the 0° and 90° azimuthal directions. We also
show the experiment and calculations for the most probable
energy loss for protons incident in a random direction—
namely, 23°.

One can see that the simulation including the threshold
effect and the image force correctly predicts the general fea-
tures of the spectrum and is in good agreement with the
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position of the maximum of the energy loss spectrum. The
threshold effect leads to a roughly 30% decrease in energy
loss and results in better agreement with experiment. This is
in agreement with earlier investigations in transmission ex-
periments [12] in an Au target.

VI. CONCLUSIONS

This paper presents a joint experimental and theoretical
investigation of energy losses in hydrogen ion scattering on
Ag(110). The experimental results are compared to calcula-
tions of particle energy losses, which combine trajectory cal-
culations and calculations of stopping force. The electronic
density of the solid is obtained through first-principles calcu-
lations and is then used to determine the stopping force along
the particle trajectory. We include a quantum dissipative fric-
tion force resulting from the interaction with the valence (s,
p. and d) electrons using a nonlinear stopping model, which
includes the so-called “threshold effect” as described. We
solve the Newton equation of the particle under the influence
of the forces due to the nuclei and core electrons and also
explore the effect of the force from the surface image poten-
tial model. Finally we considered the effect of lattice vibra-
tions.

This description allowed us to study the differences in-
duced by lattice steering effects in the energy loss distribu-
tions. The results of these simulations agree quite well with
experiment. As opposed to approaches used in earlier works
on surface scattering, these simulations in particular allow us
to properly take into account the variations of the surface
electronic density and hence obtain an accurate description
of the energy loss processes for ion scattering along various
azimuthal orientations of the target, which are otherwise dif-
ficult to describe.

The results of these “all-in-one” simulations appear very
satisfying, but one should mention the main problems that
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should guide further development. The main uncertainties,
which we cannot resolve at present, regard knowledge of the
exact interatomic potentials and uncertainties in the knowl-
edge of the exact charge state of the particles related to elec-
tron transfer phenomena along the approach to the surface,
which, because of the existence of the image potential effect,
can change the trajectories. Solution of these points relies on
a refined analysis of the electron transfer processes, which is
not presently available. It is found that the potentials consid-
ered predict roughly the same mean (most probable) energy
loss, but the overall shape of the spectra can differ consider-
ably. It was noted that the LJ potential would seem to de-
scribe best the overall shape of the spectra and thus appeared
to be the best “effective” potential (including image potential
effects). The effect of uncorrelated atomic vibrations of the
surface atoms was considered. This led to a strong change in
the contribution from the topmost layer. Inclusion of corre-
lated vibrations as discussed by some authors appears essen-
tial in future work to describe this effect in a more realistic
manner. A final problem that one should mention regards the
possible existence of some steps that could alter the trajec-
tory lengths.
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