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We have found a dissipative soliton resonance which applies to nonlinear dynamical systems governed by
the complex cubic-quintic Ginzburg-Landau equation. Specifically, for particular values of the equation pa-
rameters, the soliton energy increases indefinitely. These equation parameters can easily be found using ap-
proximate methods, and the results agree very well with numerical ones. The phenomenon can be very useful
in the design of high-power passively mode-locked lasers.
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I. INTRODUCTION

The concept of the dissipative soliton has received wide
recognition in optics, physics in general, biology, and medi-
cine �1,2�. This concept allows many diverse phenomena in
nature to be understood and studied in a simple and ordered
way. It represents a unifying notion in science, since it
stresses common features in a variety of complicated behav-
iors of self-localized formations. The most prominent feature
of dissipative solitons is that they exist only when there is a
continuous energy supply from an external source. This en-
ergy has to be dissipated in the medium where solitons are
found. Thus their formation requires a balance between the
energy supplied and lost. This balance must be exact in order
to prevent the overheating or the cooling down of the system
and the subsequent disappearance of the soliton. The exact
balance is provided by the highly involved dynamics in the
system, which implies that dissipative solitons have to be
self-organized. Their shape, amplitude, width, and all other
parameters are unique for given external conditions. Dissipa-
tive solitons can be natural, i.e., they can exist in nature as a
result of a relaxation to a localized formation under the in-
fluence of solar heating and dissipation, or they can be arti-
ficial objects created by scientists. In the latter case, they can
be used in modern technology.

Examples of dissipative solitons are �1,2� ultrashort pulses
from passively mode-locked lasers, nerve pulses, localized
formations in reaction-diffusion systems, vegetation cluster-
ing in arid lands, Bose-Einstein condensates in cold atoms,
wave phenomena in neuron networks, spiral waves in weakly
excitable media, and traveling waves in cortical networks
�2�. This list is far from being complete. The variety of sys-
tems that admit dissipative solitons is enormous. The number
of mathematical equations they satisfy is also very large.
Nevertheless, they all have a common feature: they only
“live” in the presence of a continuous energy supply from an
external source. Thus they can be studied using certain com-
mon rules and principles.

One of the most important applications is the generation
of ultrashort optical pulses with record-high energy �3�. In-
deed, femtosecond optical pulses with extremely high energy
provide modern experimental physics with new tools. Fem-
tosecond laser oscillators with pulse energies in excess of

100 nJ and peak powers that exceed several megawatts �4,5�
have the potential to replace more complex and expensive
ultrashort pulse amplifier aggregates �6–9�. Applications in-
clude the generation of exceptionally wideband, or supercon-
tinuum, light sources �10� that find numerous applications in
biomedical imaging �11�. They can offer promising alterna-
tives to the acceleration of charged particles �12�. They can
be used for molecular finger printing �13�, fabrication of op-
tical couplers �14� and nanostructures in transparent dielec-
trics such as silica glass �15�, high-density optical three-
dimensional data storage �16�, and high harmonic generation
of attosecond pulses in the x-ray range �17�. Medical appli-
cations include accurate and precise laser surgery without
destructive effects for the surrounding tissues �18�, noninva-
sive manipulation of the structural machinery of cells and
tissues �19�, dissection of biological samples �20�, accurate
nondestructive dentistry �21�, and delicate eye surgery �22�.
The list of possible applications in all areas of human activ-
ity seems to be unlimited �23�. Thus producing shorter and
more powerful pulses is vital for further progress in science
and technology.

Until recently, the generation of ultrashort high-energy
optical pulses required a cascade of delicate amplifiers at the
output of a mode-locked oscillator. The technique is based on
the concept of chirped-pulse amplification �24�. As a result,
the required equipment increased dramatically in size and
price. Recently, however, it was shown that high-energy
pulses could be produced by a single solid-state laser �25�,
reducing the need for amplifiers. Fiber lasers have also been
studied vigorously in this regard �26,27�.

The large variety of cavity designs and the wide range of
possible pulse dynamics prevents us from constructing a
general theory of passively mode-locked lasers. Until re-
cently, most scientific attention has been focused on cavity
dispersion issues. Although soliton propagation in the
anomalous dispersion regime can provide neat “sech-profile”
pulses, the search for higher-energy and wider-bandwidth la-
ser outputs has led to the design of cavities with strong dis-
persion management, featuring an average dispersion shifted
into the normal regime �26–28�. The principle of dispersion
management eventually evolved into the concepts of
parabolic-pulse and all-normal-dispersion lasers �29�. The re-
sulting stationary output pulses are usually strongly chirped,
making them wider in the temporal domain, but further com-
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pression outside the cavity can be used to shorten the pulses
down to the femtosecond range.

One more theoretical step forward has been made in Ref.
�3�. Namely, it was shown numerically that the energy of the
dissipative solitons of the cubic-quintic complex Ginzburg-
Landau �CGLE� increases significantly when its parameters
are located on a special line in the space of parameters. It
was also shown that the soliton spectra in this case resemble
the three-peak spectra observed in the experimental results of
Ref. �26�. Thus there is a strong connection between high
energy generation by single optical oscillators and high en-
ergy solutions of the CGLE.

In the present work, we show that the soliton energy can
increase indefinitely for certain values of the system param-
eters, and so the process resembles the resonance phenom-
enon in the theory of oscillators. Thus we call this phenom-
enon “dissipative soliton resonance.” Using the method of
moments, we have found an approximate relation between
the parameters of the CGLE where the resonance manifests
itself. The expression shows that the resonance appears
mostly in the regime of normal dispersion, but can be shifted
to the anomalous dispersion region by changing the system
parameters.

II. COMPLEX GINZBURG-LANDAU EQUATION

Our approach is based on using the cubic-quintic
Ginzburg-Landau equation �30,31� as the master equation
�32� for modeling pulse generation by passively mode-
locked lasers, including both solid-state �33� and fiber lasers
�34�. Due to the large variety of laser designs �35�, modeling
each of them separately is a tedious task. It requires the use
of several equations and we would need to take the particular
cavity design into account. Using the master equation ap-
proach simplifies this work to some extent. It can be consid-
ered as a good approximation when the changes due to pulse
evolution are relatively small during any individual round
trip of the cavity. It allows us to find the critical parameters
of the system that will generate the pulse with the highest
possible energy. The model can be significantly improved by
adding parameter-management techniques to the numerical
simulations �36�.

The cubic-quintic complex Ginzburg-Landau equation is
given by �37�

i�z +
D

2
�tt + ���2� = − ����4� + i�� + i����2� + i��tt

+ i����4� � R��� , �1�

where z is the propagation variable, t is the time in a frame
that moves at the group velocity of the soliton, � is the
normalized field envelope, D accounts for the dispersion,
being positive �negative�, in the anomalous �normal� disper-
sion regime, � is the linear loss �if negative�, � is related to
the nonlinear gain �if positive�, and � accounts for the non-
linear gain saturation �if negative�. The term containing �
controls the spectral filtering or gain dispersion �if positive�
and � accounts for the quintic nonlinearity. The terms on the
right-hand side of Eq. �1� differentiate it from the nonlinear

Schrödinger equation and are denoted by R���. This is done
for convenience of notation in the equations that follow.

Equation �1� has a large number of localized solutions
�38,39�. There are stationary �37,40�, pulsating �41�, explod-
ing �42� and many other types of soliton solutions �41�. Tran-
sitions between them occur in the form of sequences of bi-
furcations. Because of such a plethora of different types of
solutions, their classification is a difficult task. In the present
work, we have found that the energy of some stationary soli-
tons can take very large values when the system parameters
enter a specific region. This phenomenon can be called “soli-
ton resonance.” In fact, the energy of the soliton may in-
crease indefinitely at specific values of the system param-
eters, just as occurs with a resonance effect of a simple
oscillator. We do not have a direct analytic technique that
would allow us to find the resonance parameters using a
straightforward procedure. This is related to the fact that ana-
lytic solutions of the CGLE are only known for very specific
values of the parameters �37�. Instead, we use some ap-
proaches to predict the areas where resonances can be found,
and later we confirm numerically that they do exist.

III. METHOD OF MOMENTS

Here we apply a technique called the method of moments
�43� to approximate the stationary soliton solutions. In this
method, we introduce five moments

Q = �
−�

�

���2dt ,

P =
1

2
�

−�

�

���
t
* − �*�t�dt ,

I1 = �
−�

�

t���2dt , �2�

I2 = �
−�

�

�t − t0�2���2dt ,

I3 = �
−�

�

�t − t0���*�t − ��
t
*�dt , �3�

which are conserved quantities of the nonlinear Schrödinger
equation. For Eq. �1�, they are not conserved but satisfy the
following truncated set of first-order ordinary differential
equations:

dQ

dz
= i�

−�

�

��R* − �*R�dt ,

dP

dz
= − i�

−�

�

��tR* + �
t
*R�dt ,

dI1

dz
= iDP + i�

−�

�

t��R* − �*R�dt ,
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dI2

dz
= − iDI3 + i�

−�

�

�t − t0�2��R* − �*R�dt ,

dI3

dz
= 2P

dt0

dz
+ i�

−�

�

�2D��t�2 − ���4�dt + 2i�
−�

�

�t − t0�

���tR* + �
t
*R�dt + i�

−�

�

��R* + �*R�dt . �4�

The truncation is needed for the reduction of the number of
degrees of freedom in order to simplify the problem. As a
first step, we must select a trial function to approximate the
stationary localized solution of the CGLE. After several at-
tempts to find the most adequate trial function we have cho-
sen the following higher-order Gaussian function:

��t,z� = A exp�−
t2

w2 −
t4

4mw4	exp�ict2� , �5�

where A is the soliton amplitude, w is the soliton width, c is
the soliton chirp, and m an adjustment parameter that we
shall consider to be a constant. A�z�, w�z�, and c�z� are vari-
ables that evolve along the propagation direction z. The ar-
bitrary parameter m is a positive constant that adjusts the
shape of the soliton. Generally, setting 4m=1 gives good
results over a wide range of the system parameters. Setting
4m to be smaller than 1 gives pulses which are closer to
being rectangular. This improves the results slightly when
the soliton energy becomes very large. However, the differ-
ences in the final results are very small over the whole inter-
val where m	1 /4. Thus we mainly use 4m=1 in the rest of
this work.

The equations for the moments for arbitrary positive real
m are presented in Appendix A. When 4m=1 the moments
are

Q = 1.051A2w, I2 = 0.145Qw2, I3 = 4icI2. �6�

Our trial function is symmetric, so P=0 and I1=0. The co-
efficients here are written with an accuracy of four digits.
Then the evolution equations for the soliton parameters be-
come

Qz = Q�2� −
3.738�

w2 − 1.158c2w2� +
1.433Q�

w

+
1.146Q2�

w2 	 ,

wz = w�2cD +
2.142�

w2 − 0.874c2w2� −
0.290Q�

w

−
0.325Q2�

w2 	 ,

cz =
1

w2�− 2c2w2D +
6.453D

w2 −
1.237Q

w
−

1.319Q2�

w2

− 19.624c�	 . �7�

The dynamical system Eq. �7� has a relatively simple struc-
ture. The right-hand sides of the three equations are rational
expressions of Q, w, and c. Using standard techniques, we
can find its fixed points and study their stability. The results
for fixed values of �, �, �, and � are shown in Fig. 1�a�. The
dark gray region consists of stable fixed points, while the
light gray region corresponds to oscillating solutions �limit
cycles�. The black curve in the middle is the resonance curve
where energy Q increases to infinitely large values.

The shape and position of the resonance curve are in rea-
sonably good agreement with the exact curve found numeri-

FIG. 1. �a� Region of existence of stable fixed points for the
dynamical system given by Eq. �7� �dark shade� in the �D ,�� plane.
The soliton energy Q and the width w increase to infinitely large
values near the resonance curve shown in the middle by a solid line.
�b� Numerical simulations of the CGLE from Ref. �3�. The approxi-
mation based on Eq. �7� is in reasonably good qualitative agreement
with numerical simulations, apart from the fact that the stable soli-
ton solutions are only found on the right-hand side of the resonance
curve in the simulations. Consequently, the resonance curve �black�
is the left-hand side border of the gray region containing stable
solitons. The light gray region on the right-hand side of plot �a�
corresponds to periodic solutions. These are pulsating solitons, also
found in numerical simulations �3� but not shown here in �b�.
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cally in �3�. Figure 1�b� is taken from �3�. The shape of the
region on the right-hand side of the resonance curve is also
in good agreement with the numerical results. Even fine fea-
tures like the little “hamster tail” in the right bottom corner
of the plot is well-reproduced by the trial function approxi-
mation. Moreover, oscillating solutions, that correspond to
pulsating solitons in numerical simulations, also appear and
are depicted by the light gray region on the right-hand side of
the plot. However, the region to the left of the resonance
curve seems to be an artifact of the method. We have
checked using numerical simulations of the CGLE that stable
soliton solutions do not exist to the left of the resonance
curve. This could be related to the fact that, in the infinite-
dimensional dynamical system, more possibilities for insta-
bility appear, but these may be lost in a simple three-
dimensional approximation �such as that given by Eq. �7��.

Using the soliton parameters obtained as fixed points of
the dynamical system, Eq. �7�, we can reconstruct the soliton
profiles and their spectra. The results of this reconstruction
are shown in Fig. 2. Starting from the value D=0 and ap-
proaching the resonance curve, we observe that the soliton
width and amplitude increase �see Fig. 2�a��. However, the
amplitude increases slowly and its maximum value is re-
stricted due to the saturation related to negative �. Thus the
energy Q close to the resonance increases mainly due to the

increase of the pulse width. Clearly, to obtain high-energy
ultrashort pulses, a linear pulse compression technique has to
be used outside the cavity.

The soliton spectra also increase in strength, as we see
from Fig. 2�b�. These observations are in qualitatively good
agreement with the numerical simulations of CGLE �see Fig.
2. of Ref. �3��. However, the exact spectra differ in shape.
The simple trial function Eq. �5� cannot reproduce the addi-
tional side peaks. The real chirp is more complicated than a
quadratic function of t.

The fact that the pulse width increases while its spectrum
does not become narrower appears to contradict Fourier
transform rules. However, the pulses here are not transform
limited. They are chirped and this allows for the observed
growth of the width without any corresponding compression
of the pulse spectra. On approaching the resonance, the
chirp, c, approaches zero, but the Fourier integral is over an
ever-widening range. Simple analytic calculations �see Ap-
pendix C� show that these factors compensate, and, as a re-
sult, the spectral width approaches a constant.

We can also reproduce the soliton shapes and spectra
when varying �. These data are shown in Fig. 3. Both soliton
profiles and spectra are in good qualitative agreement with
the numerical results shown in Fig. 3 of �3�, except for the
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FIG. 2. �a� Reduced model pulse profiles and �b� soliton spectra
for the set of parameters shown inside the plots. The qualitative
changes in both the profiles and the spectra as D is varied agree
well with those of the exact soliton solutions in Ref. �3�.
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additional side maxima in the spectra. These are again re-
lated to the differences in chirps between the numerical re-
sults and the simple approximation Eq. �5�.

To demonstrate the existence of the resonance phenom-
enon, we plot the soliton energy as a function of D in Fig.
4�a�, for three different values of �. For each �, the corre-
sponding curve shows clearly that the energy grows indefi-
nitely as we approach a fixed D value from either side. If we
ignore the parts of the curves on the left-hand side of the
resonance, then the remaining part of the curve is in excel-
lent qualitative agreement with the numerical results shown
in Fig. 4 of �3�. Moreover, our approximation shows the
existence of the resonance more clearly, since these curves
can be plotted to very high values of Q. In the present plots,
we have extended them up to the value of Q
106. Reaching
such values in the simulations of the CGLE may produce
numerical artifacts due to sampling difficulties.

IV. RESONANCE CURVE

One of the main advantages of the present approximation
is that the resonance curve can be found analytically. Near

the resonance curve, the soliton parameters have the follow-
ing asymptotic behavior: Q→�, w→�, and c→0. When
nearing the resonance, the values Q /w and cw tend to ap-
proach constants with chirp c being negative. Using these
observations, we can derive an analytic expression for the
resonance curve in terms of the system parameters. Detailed
calculations for a general m value are presented in Appendix
D. For the generalized Gaussian case with 4m=1, we obtain:

Q

w
= −

0.363k

�
,

cw = −�0.472�� − 0.035k�

��
, �8�

where

k = 1.588� + �2.522�2 − 9.632�� . �9�

Then, the equation for the resonance curve takes the form

D =
k��0.330k� − 0.853��
��0.135k� − 1.793���

. �10�

For the set of system parameters used in Fig. 1�a�, the
term containing 2� in the first of Eq. �7� is very small in
comparison with the other terms. Thus we can neglect the 2�
term and obtain much simpler expressions for Q /w, cw, and
the resonance curve. We find

Q

w
= −

1.152�

�
�
0� ,

cw = − 0.336
�

�− ��
�	0� . �11�

Then the equation for the resonance curve becomes

D = �7.778�

�
−

6.333

�
	� . �12�

Near the resonance, the soliton increases its width indefi-
nitely while keeping its amplitude constant. Indeed, from the
first of Eq. �6�, we can see that the central intensity, A2, is
about −1.1� /�, i.e., it remains fixed. The amplitude of this
wide soliton is A
�−� /�. It remains constant as the width,
and hence energy, approach high values.

The black resonance curve in Fig. 1�a� is very well-
approximated by Eq. �12�. Qualitatively, it has the same fea-
tures as the resonance curve obtained from the numerical
simulations of CGLE �3�, apart from a horizontal shift to the
left along the D axis. Thus we can select coefficients in Eq.
�12� and shift the curve to describe the exact resonance one.
Adjusting one of the coefficients in Eq. �12� as follows:

D = �3.8�

�
−

6.333

�
	� , �13�

allows us to obtain virtually the exact curve presented in Fig.
1 of Ref. �3�. As we require, Eq. �13� is simply a lateral
translation of the curve given by Eq. �12� to more positive
values of D.
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FIG. 4. �a� Soliton energy Q vs dispersion parameter D for three
� values in the generalized Gaussian model with 4m=1. In the exact
simulations, the fixed soliton curves on the left-hand side of the
asymptotes do not appear. They would not be observed in experi-
ments and may represent unstable solitons. �b� Chirp parameter c vs
D for the same simulations. Vertical lines show that the chirp pa-
rameter is zero at resonance.
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One of the important physical conclusions from the above
calculations is that the resonance phenomenon occurs con-
tinuously along a surface in the six-dimensional space of
equation parameters, and is not restricted to a particular
point. The resonance curve that we have presented in Fig.
1�a� is merely a section of this surface in the plane of param-
eters D and �. This means that the resonance can be found
over a wide range of parameters of the system. When dealing
with passively mode-locked lasers of virtually any design,
we can find the resonance by choosing the cavity parameters
from a broad range of values.

In the experimental setups of the works �25,26,44�, the
cavity dispersion was chosen to be normal �negative D�.
From a physical point of view, this choice was dictated by
the evolution of knowledge in chirped pulse oscillators �44�.
Our present results show that this choice is not an overall
restriction for high energy soliton generation by a single op-
tical oscillator. The point of resonance can be moved along
the surface by changing the parameters of the system. In
particular, the resonance curve can be moved towards re-
gions with positive D. For example, this can occur when �
and � are both negative. From Eq. �12�, we then need the
condition

�

�



0.814

�
�14�

for D to be positive. This simple consideration shows that we
do not necessarily have to make a cavity with normal disper-
sion in order to build single oscillators that generate high
energy pulses.

V. CONCLUSIONS

In conclusion, we have presented a simple trial function
approximation for the phenomenon of dissipative soliton
resonance found earlier using numerical simulations of the
cubic-quintic complex Ginzburg-Landau equation. We have
found a simple analytic expression for the resonance curve
which is in good qualitative agreement with the results of
numerical simulations. This expression shows that the reso-
nance mainly occurs in the region of normal dispersion
�negative D�, but can be shifted to the region of anomalous
dispersion by changing other parameters of the CGLE. Vari-
ous expressions for the trial function are given that allow us
to obtain better approximations for the resonance curve and
the basic soliton parameters.

These results can be useful in constructing passively
mode-locked laser systems that generate record-high energy
pulses out of single oscillators, without the need for addi-
tional amplifiers.
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APPENDIX A: EQUATIONS FOR THE DYNAMICAL
SYSTEM

In this appendix, we provide the general equations for the
three-dimensional dynamical system generated by the trial
function given by Eq. �5� with arbitrary real constant m.
First, the moments are defined by

Q = �memK1/4�m�A2w ,

I2 = m�K3/4�m�
K1/4�m�

− 1	Qw2,

I3 = 4icI2, �A1�

where Kp�r� is the modified Bessel function of order p and
argument r.

The dynamical system for the evolution of the soliton
energy, Q, width w, and quadratic chirp coefficient c is given
by

Qz = Q�2� + s1
�

w2 + s2c2w2� + s3
Q�

w
+ s4

Q2�

w2 	 ,

wz = w�2cD + r1
�

w2 + r2c2w2� + r3
Q�

w
+ r4

Q2�

w2 	 ,

cz =
1

w2�− 2c2w2D − v1
D

w2 − v2
Q

w
− v3

Q2�

w2 + v4c�	 .

�A2�

The coefficients in the above equations are given in analyti-
cal form:

s1 = 1 −
3K3/4�m�
K1/4�m�

, s2 = 8m −
8mK3/4�m�

K1/4�m�
,

s3 =
2K1/4�2m�
�mK1/4

2 �m�
, s4 =

2K1/4�3m�
mK1/4

3 �m�
, �A3�

and

r1 =
− 4�3 + m��− 1 + 2m�K1/4

2 �m�
4mK1/4�m��K1/4�m� − K3/4�m��

+
mK1/4�m�r1b + mK3/4�m�r1c

4mK1/4�m��K1/4�m� − K3/4�m��
,

r2 =
2 · 23/4e−mm1/4K3/4�m�r2b + K1/4�m�r2c

K1/4
2 �m� − K1/4�m�K3/4�m�

,

r3 =
K1/4�2m�K3/4�m� − K1/4�m�K3/4�2m�

�mK1/4
2 �m��K1/4�m� − K3/4�m��

,

r4 =
K1/4�3m�K3/4�m� − K1/4�m�K3/4�3m�

mK1/4
4 �m� − mK1/4

3 �m�K3/4�m�
, �A4�

where

r1b = 2�5 − 28m�K3/4�m� + 2�26m − 11�K5/4�m� + 8mK7/4�m� ,
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r1c = 4mK7/4�m� − 12K3/4�m� ,

r2b = 2�2m��5

4
	H�5

4
,
3

2
,2m	 − ��3

4
	H�3

4
,
1

2
,2m	 ,

r2c = 4�1 + m�K1/4�m� − 4mK5/4�m� . �A5�

The function H�i , j ,k� in Eq. �A5� is the hypergeometric
function �1F1� with arguments �i , j ,k� while ��r� is the Euler
gamma function.

Finally, the coefficients vi are defined by

v1 = −
K1/4�m� − 3K3/4�m�

4mK1/4�m� − 4mK3/4�m�
,

v2 = −
K1/4�2m�

m3/2�4K1/4
2 �m� − 4K1/4�m�K3/4�m��

,

v3 =
K1/4�3m�

3m2K1/4
2 �m��− K1/4�m� + K3/4�m��

,

v4 =
�− 1 + 8m�K1/4�m�

m�K1/4�m� − K3/4�m��
+

2m�− 9K3/4�m� + 5K5/4�m��
m�K1/4�m� − K3/4�m��

.

�A6�

All equations above are valid for arbitrary real positive con-
stant m. For each m, the coefficients can be calculated and
given their arithmetic values. This has been done for m
=1 /4 in the main text of the paper.

APPENDIX B: RESONANCE CURVE

Near the resonance curve, Q→�, w→�, and c→0. The
terms of the order of c and w−2 in Eq. �A2� are close to zero
and can be neglected. The dynamical system is then simpli-
fied and takes the form

Qz = Q�2� + s2c2w2� + s3
Q�

w
+ s4

Q2�

w2 	 ,

wz = w�r2c2w2� + r3
Q�

w
+ r4

Q2�

w2 	 ,

cz =
1

w2�− 2c2w2D − v2
Q

w
− v3

Q2�

w2 	 , �B1�

where the coefficients si, ri, and vi are given by Eqs. �A3�,
�A4�, and �A6�, respectively.

The fixed points near the resonance curve are defined by
the zeros of the right-hand side of Eq. �B1�:

�2� + s2c2w2� + s3
Q�

w
+ s4

Q2�

w2 	 = 0,

�r2c2w2� + r3
Q�

w
+ r4

Q2�

w2 	 = 0,

�2c2w2D + v2
Q

w
+ v3

Q2�

w2 	 = 0. �B2�

Near the resonance curve, the values Q /w and cw ap-
proach constants. Solving the first two equations in Eq. �B2�
relative to Q /w and cw, we obtain:

Q

w
=

k

2�r2s4 − r4s2��
,

cw = −�k�r4s3 − r3s4�� + 4r4�r2s4 − r4s2���

2�r4s2 − r2s4�2��
, �B3�

where

k = ��r3s2 − r2s3� + ��r3s2 − r2s3�2�2 + 8r2�r4s2 − r2s4��� .

�B4�

Now we substitute Eq. �B3� into the third equation in Eq.
�B2� and obtain the expression for the resonance curve in
terms of the system parameters:

D =
k��2�r2s4 − r4s2�v2� + kv3��

4��k�r3s4 − r4s3�� + 4r4�r4s2 − r2s4����
. �B5�

The term containing 2� in Eq. �B2� is much smaller than
the other terms for the set of parameters that we use in nu-
merical simulations. Neglecting it, we can obtain a much
simpler equation for the resonance curve. Following the
same procedures as above, we find

Q

w
=

�r2s3 − r3s2��
�r4s2 − r2s4��

,

cw = −��r3s2 − r2s3��r4s3 − r3s4��2

�r4s2 − r2s4�2��
. �B6�

Then the expression for the resonance curve becomes

D =
�r4s2 − r2s4�v2�� + �r2s3 − r3s2�v3���

2�r4s3 − r3s4���
. �B7�

APPENDIX C: FINITE SPECTRAL WIDTH NEAR THE
RESONANCE

For a pulse with constant amplitude A, and width w, we
can readily estimate the width of the spectrum for the basic
model as we approach the high-Q line where the width be-
comes infinite. The Fourier transform is defined as

F��� =
A

�2

�

−w/2

w/2

exp�ict2 + i�t�dt ,

with chirp c=−r /w and constant r, as explained earlier.
Hence

�F���� =
A

2
� w

2r
�erf�g−� + erf�g+�� ,

where the arguments of the error functions, erf, are given by

g� =
1

2
�− 1�1/4�w

r
�r � �� .

So, in taking the limit as w→�, we obtain
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�F���� = A� w

2r
if �2 	 r2,

and zero if �2
r2.
The total energy �
�−r

r �F����2d��, is then clearly propor-
tional to the width, w, while the spectral width is fixed at 2r.
Thus the presence of chirp means that we do not get a very
narrow spectral width near the high-Q line, whereas we
would expect a very narrow spectrum for a transform limited
pulse. Even for cases with Gaussian amplitude, which are
thus not close to the resonance, the spectrum remains
roughly of constant width as the pulse width increases.

APPENDIX D: QUARTIC TRIAL FUNCTION

We now consider a new trial function. It is related to the
one in the main text, but is not a limiting case of it. This trial
function involves only the quartic term:

��t,z� = A exp�−
t4

w4	exp�ict2� . �D1�

Equation �D1� gives a slightly better approximation of the
soliton characteristics when the soliton energy reaches ex-
tremely high values. However, the differences are not very
dramatic. For the sake of completeness, we give the main
equations in this appendix.

When we use the quartic trial function, i.e., Eq. �D1�, then
the moments are given by the following expressions:

Q = 23/4��5

4
	A2w ,

I2 =

��3

4
	

�2��1

4
	Qw2, I3 = 4icI2. �D2�

The dynamical system is described by the same three
coupled ordinary differential equations of Eq. �A2� except
for the coefficients that take the following particular forms:

s1 = −
12


�2�1

4
	 , s2 = −

8


�2�1

4
	 ,

s3 =
4

��1

4
	 , s4 =

8�2

31/4�2�1

4
	 , �D3�

while the coefficients ri are given by

r1 =
6


�2�1

4
	 −

�2�1

4
	

4

, r2 =

4


�2�1

4
	 −

�2�1

4
	

2

,

r3 =
− 2 + �2

��1

4
	 , r4 = −

8�− 3 + 2�3

3�2�1

4
	 , �D4�

and for vi, we have

v1 = − 3, v2 =

��1

4
	

2

,

v3 =
4�2

3 · 31/4

, v4 = −

4�2�1

4
	



. �D5�

The expression for the resonance curve is the same as that in
the previous section with the coefficients given by Eqs.
�D3�–�D5�.

On neglecting the 2� term in the dynamical system, we
find, for the two constants:

Q

w
= −

1.155�

�
�
0� ,

cw = − 0.269
�

�− ��
�	0� . �D6�

In this case, the resonance curve takes the form

D = �7.611�

�
−

6.208

�
	� , �D7�

which is slightly closer to the exact curve than Eq. �12�. This
is because Eq. �D1� provides fairly rectangular pulses which
match better the actual pulses near the resonance.
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