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A numerical approach that allows for the solution of the time-dependent Schrddinger equation (TDSE)
describing molecules exposed to intense short laser pulses was developed. The molecular response to the
strong field is described within the single-active electron approximation (SAE). The method is applied in the
fixed-nuclei approximation to molecular hydrogen with parallel orientation of the internuclear axis to the laser
field. The validity of the SAE is investigated by comparing the ionization and electronic excitation yields to
full two-electron solutions of the TDSE. The present results are also used to investigate the validity of
approximate SAE methods like the molecular Ammosov-Delone-Krainov and the strong-field approximation.
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I. INTRODUCTION

Molecules exposed to intense laser fields show a number
of effects that are necessarily absent in atoms. This includes
phenomena like, e.g., bond softening, bond hardening (also
called light-induced states), enhanced ionization at some
critical internuclear separation, and above-threshold disso-
ciation (see [1] and references therein). Furthermore, the ion-
ization behavior of molecules even in the absence of the
mentioned effects can differ from the atomic one due to the
multicentered, nonspherical symmetry of the molecular po-
tential. This can lead to a pronounced dependence of the
ionization process on the molecular orientation (and thus the
rotational state) or to interference effects due to the electron
emission from different atomic centers [2—6]. A possible de-
pendence of the ionization rate on the nuclear geometry can
on the other hand result in a dependence on the vibrational
state and wave function [7-11].

While it is expected that the mentioned differences be-
tween atomic and molecular systems should show up most
clearly, if differential ionization yields like energy and espe-
cially angular resolved photoelectron spectra are considered,
already the total ionization yield indicates purely molecular
effects. According to simple strong-field ionization models
like the Ammosov-Delone-Krainov (ADK) approximation
[12] the ionization rate depends mostly on the ionization
potential. However, it was experimentally discovered that a
large number of molecules appear to be more stable in laser
fields than atoms with a comparable ionization potential
[13-16]. This phenomenon was termed suppressed ioniza-
tion.

An extension of very popular models for describing atoms
in strong fields [the strong-field approximation (SFA) and the
ADK model] to the molecular case using molecular orbitals
(MO) leads to the so called MO-SFA [2] and MO-ADK [17]
models that both are capable of correctly predicting the oc-
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currence or absence of suppressed ionization for a number of
molecular systems. There are, however, evident differences
in the quantitative description of the predicted suppression
ratios as well as their dependence on laser-pulse parameters
[18]. Furthermore, the MO-SFA results are rather strongly
gauge dependent, i.e., the predictions obtained in length
(LG) or velocity gauge (VG) differ substantially. This in-
cludes not only a quantitative deviation (easily by two or
three orders of magnitude due to the problem of correctly
incorporating the Coulomb correction), but in some cases
also qualitative ones. One possible example is the ionization
rate for parallel or perpendicular orientation of a nitrogen
molecule with respect to laser polarization. In [19,20] it was
found that velocity and length gauge predict the perpendicu-
lar or parallel orientation, respectively, to possess higher ion-
ization rates. Note, however, that a different result is found
for MO-SFA-VG in [21,22]. In many other cases the existing
experimental data are not sufficient to allow for a clear an-
swer which of the proposed models (MO-ADK, MO-SFA-
LG, or MO-SFA-VG) is most appropriate. Very recently, it
was even argued that for molecules SFA-LG should be for-
mulated in a different way than was previously done in de-
riving the MO-SFA-LG [23].

A common feature of the molecular strong-field ionization
models mentioned so far is that they all rely on the single-
active-electron approximation (SAE). Within the SAE ion-
ization is described as a pure one-electron process in which
all remaining (nonejected) electrons act as frozen spectators.
In view of the rather large and partially even qualitative dif-
ferences between the predictions of the different SAE-based
approximations it is evidently of great importance to develop
an approach that allows one to describe molecular systems
exposed to intense short laser pulses in a way that is free of
the further approximations introduced, e.g., by MO-ADK or
SFA. This work reports the development of such a method.
The time-dependent Schrodinger equation (TDSE) describ-
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ing a molecular system exposed to a laser pulse is solved
within the SAE. Therefore the method is named SAE-TDSE.
In contrast to SFA the present approach is gauge indepen-
dent. Most importantly, the Coulomb interaction between the
ejected electron and the remaining ion is automatically in-
cluded in the SAE-TDSE while in the SFA it is only semiem-
pirically (VG) or usually not at all (LG) considered.

The range of validity with respect to laser parameters is
also in principle unlimited in the case of the SAE-TDSE.
This is a further advantage compared to MO-SFA and espe-
cially the pure tunneling model MO-ADK. SAE-TDSE pro-
vides thus a tool for the quantitative treatment of the strong-
field ionization behavior (including, e.g., high-harmonic
generation) as well as for the investigation of the applicabil-
ity and validity of simpler SAE-based models like MO-SFA
and MO-ADK. Furthermore, SAE-TDSE delivers also infor-
mation on the excitation of bound electronic states in a laser
pulse. These states and their possible population are by con-
struction completely ignored in MO-ADK and MO-SFA.

An intrinsic ambiguity of SAE is introduced by the de-
scription of the potential created by that part of the atomic or
molecular system that does not respond to both the laser field
and the change of the potential due to the active electron that
responds to the laser field. Since electrons are indistinguish-
able, the need for an artificial distinction between the active
electron and the inactive ones necessarily leads to formal
inconsistencies as was discussed, e.g., in [24]. Besides model
potentials, mean-field theories that yield orbitals allow one to
implement SAE in the most straightforward way. Therefore
mostly Hartree-Fock (HF) theory was used in the implemen-
tation of SAE in the context of MO-ADK or MO-SFA.
Freezing all but one electron leads then to a frozen-core HF
(static-exchange) description. In the present SAE-TDSE
implementation a different approach was chosen by describ-
ing the inactive electrons with the aid of density-functional
theory (DFT). The advantage compared to HF theory is the
ability to include in an approximate way correlation in the
description of the inactive electrons. The price to pay is the
unknown exact functional. In this work on molecular hydro-
gen the results obtained for DFT and HF theory are directly
compared to each other.

The applicability of the SAE in which the relaxation of
the remaining electrons as well as the action of the laser field
on them is completely ignored is so far unclear. The success
of the SAE-TDSE applied to atoms (being pioneered in [25])
as is demonstrated, e.g., in [26-28] seems to indicate that
very often intense laser fields primarily act on isolated elec-
trons. This is further substantiated by the success of the
SAE-based SFA for a large number of atoms and laser pa-
rameters reported, e.g., in [29]. Clearly, SAE fails, if doubly
excited states are important. For systems with delocalized
electrons nonadiabatic multielectron behavior was discussed
in [30]. The SAE has recently also been explicitly criticized.
A formal criticism and suggestion for an improvement is
given in [24], while it was argued that only a many-electron
tunneling model can describe suppressed ionization in
fullerenes in [31]. However, it was thereafter demonstrated
that at least the experimental results for fullerenes in [32] can
alternatively also be explained with the aid of MO-SFA-VG
and thus within SAE [33]. Clearly, the validity of the SAE
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that in fact should depend on the molecular system and the
laser-pulse parameters can only be judged on the basis of
very accurate experimental data or full many-electron calcu-
lations. An advantage of the latter is that not only all possible
ambiguities with respect to the spatiotemporal shape of the
laser pulse can be removed, but it is also possible to separate
purely electronic effects from the ones arising from orienta-
tion or vibrational motion. Therefore molecular hydrogen for
which very accurate two-electron calculations can be per-
formed [34-36] was chosen as a first test case for the newly
developed SAE-TDSE code for molecules. It should be
stressed, however, that SAE-TDSE is a general approach that
can be applied even to large polyatomic systems.

After a description of the method in Sec. II the basis-set
parameters and adopted density functionals used in the sub-
sequent calculations are specified in Sec. III. The results are
presented and discussed in Sec. IV followed by a conclusion
and outlook in Sec. V. Atomic units are used, if not stated
otherwise.

II. METHOD
A. SAE-TDSE

The nonrelativistic time-dependent Hamiltonian describ-
ing the electrons of a molecular system exposed to a laser
pulse where the latter is treated classically can be written as

H(t) = Hypo + Higy(0). (1)

A

H,, is the time-independent Hamiltonian describing the

electronic motion of the molecular system while I:Iim(t) rep-
resents the time-dependent laser-electron interaction. In the
dipole approximation that is adopted here the interaction
term may be expressed in the length or velocity gauge form.
The wave functions obtained with either gauge differ only by
a phase factor. Therefore all physical observables obtained
with the two wave functions agree, if the wave functions are
exact. In practice, the use of a finite representation for the
wave function may lead to differences, if the results are not
sufficiently converged. In turn, the convergence behavior is
gauge dependent, since the finite basis has to represent the
phase factor occurring in one gauge but absent in the other
one. In the present work the velocity gauge is adopted that
usually shows faster convergence properties [35,37]. The in-
teraction term is then given by [1]

o= 2E, )

where ¢ is the vacuum speed of light, A(f) the time-

dependent vector potential describing the laser pulse, and P
the momentum operator which is the sum over the momen-
tum operators of the individual electrons.

In the SAE it is assumed that only a single electron re-
sponds to the laser field while all other electrons remain un-
affected. In the usual interpretation of the SAE in the context
of atoms or molecules exposed to strong fields this implies
also that no relaxation due to a possible excitation or even
ionization of the active electron is allowed for. Expressing
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the many-electron wave function in the form of a single
Slater determinant built by orthonormal one-electron wave

functions ¢; that are eigenfunctions of I:Imol, freezing all but
one electron, and using orthonormality as well as Slater-
Condon rules leads finally to an effective one-electron
Hamiltonian,

h(t) = hyngt + digg (7). (3)

The dipole interaction term di(7) is equal to H;,(¢) in Eq. (2)
but with the single-electron momentum operator p instead of
the total momentum operator P. The operator ﬁmol describes
the motion of the active electron in the potential formed by
the nuclei and the remaining frozen electrons. For the single-
determinant approximation this leads to the frozen Hartree-

Fock, or static-exchange Hamiltonian hAmo]' However, addi-
tional correlation effects can be formally included employing
an appropriate optical potential. A simplified version is the
use of a Kohn-Sham (KS) Hamiltonian

: N

flks(l’) == EV% - E
J=1

Z' !
iy f n(r ) dr' +V [n(r)],
|r—Rj| Ir—r’|

(4)

where N is the number of nuclei whose position vectors are
R;, n(r) is the ground-state electron density, and V. the
exchange-correlation potential. (Note that the parametrical
dependence of n and other quantities like the KS orbitals on
the nuclear geometry is omitted here and in the following for
reasons of better readability.)

The advantage of the KS Hamiltonian is that the numeri-
cally expensive calculation of the exchange integrals is
avoided. This allows one in principle to treat large molecular
systems and saves computational resources. A further impor-
tant advantage compared to the HF Hamiltonian is the ability
to include correlation into the calculation of the core. An
evident disadvantage is the unknown exact functional. As is
discussed below, the proper choice of a functional is impor-
tant for the success of the present approach. Note there is no
principle obstacle to use HF theory or a more elaborate
many-body potential, at a cost of a more involved computa-
tional treatment. In fact, for the example of H, considered in
this work, HF-based SAE calculations are performed for
comparison. For this purpose, the static potential generated
by a singly occupied Hartree-Fock orbital qﬁll'l(l: was em-
ployed for the calculation of the excited states. In this case
hgs in Eq. (4) becomes equivalent to the Hartree-Fock
Hamiltonian fyp, if n(r)=|@!" (r)]2 and V=0 are used.

The evaluation of the KS orbitals that solve the eigen-
value problem

hys(0) () = €:pi(r) (5)

is performed in the two-step procedure described in detail in
[38]. First, a conventional bound-state DFT calculation using
the linear combination of atomic orbitals (LCAQ) approach
is performed using program ADF [39,40]. This program
adopts Slater-type orbitals as basis functions. The obtained

PHYSICAL REVIEW A 77, 063403 (2008)

electron density n(r) is then used to set up the matrix of the
KS Hamiltonian (4) in an alternative set of basis functions
that is more suitable for the present purpose.

These basis functions consist of a product of a symmetry-
adapted linear combination of real spherical harmonics
[YR (0, ¢)] and a radial B-spline function,

Im

BA(r) < ;
Xt () = > Ly brmmniY im0 @)).  (6)

j€o, i m=li

In Eq. (6) s is an index that is related to the center of the
basis function which defines the origin of a local spherical
coordinate system for r;={r;, 6;, ¢;}. The origin of the central
coordinate system is denoted by s=0. It is usually chosen to
agree with the center of charge of the molecule. In the spirit
of the LCAO approach s>0 runs over the nonsymmetry
equivalent nuclei and defines therefore atom-centered basis
functions. The molecular symmetry is accounted for by the
sum over j. It runs over the number Q; of nuclei that are
symmetry equivalent to nucleus s. The coefficients by, j» ,..;
are also determined by the molecular symmetry and provide
symmetry-adapted linear combinations of the spherical har-
monics. The indices N\, u, and & specify the irreducible rep-
resentation (IR), the subspecies in case of degenerate IRs,
and an identifier in case of different elements with agreeing
{I,\, u}, respectively. Finally, B specifies the nth B spline of
order k.

The radial B-spline functions are defined by a grid of
knots and the interval [0, )] covered by the knot sequence.
In the present implementation of the code the values of r;
for s>0 have to be chosen in such a way that the spheres
defined by different values of s>0 do not overlap. Continu-
ity of the second derivative over the surfaces of these spheres
is achieved by removing the last three B-spline functions of
each set. The set of central basis functions denoted by s=0
covers on the other hand a large sphere (with radius 0, )
that includes all other spheres. In fact, for the present appli-
cation, ) is chosen much larger, since its value determines
the number of Rydberg states and the density of states in the
electronic continuum that are obtained with a given basis set.
The reason is that for a given value of 7’ the diagonaliza-
tion of the KS Hamiltonian in the given basis yields only
those states whose density is confined to a smaller volume or
that (accidentally) happen to possess a node at r2 . Al-
though it is possible to obtain alternatively any continuum
state using the so-called free-boundary approach [38,41], the
“box” discretization achieved by a fixed-boundary approach
appears more suitable for the present purpose. The reason is
that the discretized continuum obtained this way fulfills a
number of sum rules and allows one therefore to substitute
integrals over continuum states to be replaced by simple
sums over their discretized counterparts.

Once the set of eigenfunctions ¢ of the field-free KS
Hamiltonian (4) has been obtained, one of the orbitals that is
occupied in the initial state can be selected as the active one.
It is used together with all initially unoccupied orbitals as a
basis for solving the time-dependent Schrodinger equation
defined by the Hamiltonian in Eq. (3). Insertion of
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\I’(I',t) = E Ci,)\,,u,(t)(ﬁi,)\,,u(r) (7)
W)
into
0¥(r,1) s
l—&t =h(t)¥(r,1) (8)

and multiplication from the left with gb;f’K’V(r) yields after
integration over the electronic coordinates

dc; .. (1)
l :1(;} = ej,K,ch,K,v(t) + E dj,K,V;i,)\,/.Lci,)\,lLL(t)‘ (9)
[

In Eq. (9) the electronic dipole transition matrix elements

dj,K,,,;,-,)\,Mz<¢j,K,,,|cAi(t)|q'),-’)\, ) were introduced. Depending on
the molecular symmetry different dipole-selection rules ap-
ply. This leads to various block structures of the coupled set
of ordinary first-order differential equations (9). The time-
dependent coefficients c; , are obtained numerically using a
variable-order, variable-step Adams routine. The approach
for solving the TDSE is thus very similar to the one imple-
mented earlier for treating the full electronic problem of H,
exposed to intense laser pulses described in [35] that is also
used in the present work in order to obtain reference data.
The only difference is that in the SAE-TDSE approach pre-
sented in this work an effective one-electron Hamiltonian is
used together with KS orbitals while previously the full two-
electron Hamiltonian was adopted using configuration inter-
action (CI) wave functions. In the resulting CI-TDSE ap-
proach Eq. (1) is solved [instead of Eq. (3)] by an expansion
of the time-dependent two-electron wave function in terms
of field-free CI wave functions describing H, in the fixed-
nuclei approximation. This gives essentially exact results for
the nonrelativistic electronic problem of H, exposed to a
laser pulse within the dipole approximation.

B. MO-SFA

In view of the different implementations of MO-SFA, a
brief description of the one adopted in this work is given.
Following [42] the total SFA ionization rate within the SAE
approximation [in the linear polarized harmonic laser field
F(1)=F cos wt with period T=27/w and intensity I] can be
expressed as the sum over N-photon processes

W= > Wy,
N=N,

min

PN A .
Wy = dplA

g (10)

where py=\2(Nw-1I,-U,) with ionization potential , and
ponderomotive energy U,=1/ (2w)?. The minimum number
of photons N,;, is determined by energy conservation. Using
the momentum wave function

3p) = J Fre P p(r) (an

of the active electron the transition amplitude A(pyp) is
given as
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(T . q’ )
A(p)=; JO drd(q) S ALV (12)
Here,
S(t):f dt’{1p+%ﬂ2(t'):| (13)
0

is expressed via the mechanical momentum of the active
electron, 77(f)=p—(F/w)sin wt, and

p V-gauge
q= { (14)

() L-gauge’
It is possible to avoid the evaluation of the highly oscillatory
integral in Eq. (12) by means of a transformation of the
integration path into the complex plane [43,44]. Tonization
yields are obtained from the rates by an integration over the
pulse.

The ADF code provides the KS orbitals ¢(r) as a linear
combination of Slater-type orbitals (STO). In the case of a
homonuclear diatomic molecule, symmetry allows one to re-
write the orbitals as

o(r) = 2 Cj(Pj(r) (15)
J
with the molecular orbitals goj(r) expressed in terms of the
one-center STOs as
@;(r) = i(r + R/2) + 5;44(r = R/2), (16)
where |sj| =1. The Fourier transform of ¢(r) is thus given as

isin(p-R/2), s;=-1

cos(p - R/2), } X #(p).

(17)

$(p)=226,-><{
J

S]=1

where zzj(p) are the Fourier-transformed STO basis functions

U(p) = f dre”PTy(r). (18)

A simplified expression can be obtained [42] if the orbital
¢(r) is for sufficiently large values of r approximated by

B(r) = X Cir" e Y o(F), (19)
1

with v=Z/k and k= \«"ZTP. The onset of the validity of this
approximation that is also the basis for MO-ADK may be
denoted by the parameter r,. Use of Eq. (19) leads in the
vicinity of =ik to

_ 47(=1D)'2r)'T(v+1
dp) =2 C UCDICOGD)

; (pz + K2)V+l Ylo(ﬁ), (20)

where |p Fik|< ra_s1 should be fulfilled. Since a significant
contribution to the transition amplitude arises from the range

Ip 7 ix] < V(1 +y )1 (21)

with the Keldysh parameter y=\1,/(2U,), the restriction
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oVl +y2< r;sz (22)

can be obtained as an estimate for the validity of the simpli-
fied approach based on Eq. (20).

While the original formulation of SFA is based on com-
plete neglect of the interaction of the remaining ion on the
active electron, once it is ejected, there have been proposals
to incorporate this neglected Coulomb interaction at least in
some approximate way. An empirical Coulomb-correction
factor C5.=(x*/F)??* was proposed for the atomic SFA rate
in velocity gauge in [45] and later on also used for mol-
ecules. Here, F is the electric field strength. As is discussed
in [44], this Coulomb-correction factor is for 800 nm and the
hydrogen atom close to a factor that can be obtained by
postulating the MO-SFA-VG rate to converge for laser fre-
quency w—0 to the known tunneling result. Considering
that ¢(r) of H, is essentially spherical, one may use the
result obtained for the 1§ state of a hydrogenlike atom, but
substituting n with v. Using v=1 to simplify the coeffi-
cients, a simplified version of the Coulomb-correction factor
proposed in [44] reads for H,

> 2 B3P\
Se= N7l F) (23)

Note that for the laser parameters discussed in this work the
Coulomb-correction factors Cae or Cy often even exceeds a
factor of 100 and have thus a very large impact on quantita-
tive predictions.

In [18] it was concluded that MO-SFA-LG gave better
agreement to experimental data, if no Coulomb correction is
used. Therefore in that and subsequent works by those au-
thors MO-SFA-LG results were presented without any Cou-
lomb correction. The prescription of omission of any Cou-
lomb factor was consequently followed also in the present
work.

III. COMPUTATIONAL DETAILS

Besides the limitations intrinsic to the SAE the correct-
ness of the present numerical approach is influenced by the
quality of the basis set and the chosen potential V... While
the basis-set dependence can be systematically investigated
by a variation of the basis-set parameters, the choice of V.,
incorporates an unknown systematic error. In the present
work the influence of both the basis set as well as the one of
V,. was investigated.

The question of basis-set quality may be further split by
considering two different issues. One is the description of the
molecular ground-state properties, the other is its ability to
properly describe the time-dependent wave function of the
active electron in the combined potential of the remaining
electrons and the laser field. The description of the molecular
ground-state properties and thus the quality of the KS Hamil-
tonian (4) is determined by the STO basis used in the ADF
program run and the completeness especially of the nuclei-
centered B-spline basis functions (x;,; ., With s #0). In the
present work both DZP (two 1s and one 2p STO functions)
and extended, even-tempered ET (four 1s, two 2p, and one
3d STO functions) basis sets were tested. All results agreed
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within the graphical resolution of the figures shown in this
work.

The main basis-set parameters responsible for an adequate
description of the active electron itself are the radius 0 of
the central sphere in which the radial basis is confined, the
number of B splines, and the number of angular momenta /
specified by /.. Since a linear grid sequence was used for
the knot points, the number of B splines fixes together with
r&ax the spacing Ar between the knots. A further parameter is
the order k of the B splines. However, an increase of the
order allows only to achieve a similar result with a sparser
knot sequence. Therefore the investigation of convergence
with respect to either number of B splines or their order is
somehow redundant in the sense that if convergence is
achieved with respect to one parameter, it should also be
obtained with respect to the other. It is often practical to
introduce an energy cutoff €, as a further parameter. In this
case only those KS orbitals are included in the expansion (7)
of the time-dependent wave function ¥ that possess an en-
ergy smaller than €.

It was found that converged excitation and ionization
yields were obtained for the investigated ranges of laser pa-
rameters when choosing rgmz 120 a, with a linear spacing
of the knot sequence Ar=0.65 a,. This was confirmed by
performing calculations varying romax in between 120 and
240 a, and by a variation of Ar between 0.70 and 0.40 a,.
A variation of the highest angular momentum /,,, between
10 and 16 revealed no visible differences. Convergence with
respect to €., was investigated by a variation of this param-
eter in steps of 10 a.u. in between 10 and 40 a.u. Good
convergence was found. All shown results were obtained
with €.,=40 a.u.

In addition to the simple Hartree (static) potential gener-
ated by the Hartree-Fock 10, orbital of H,, a number of DFT
V.. potentials were tested in order to investigate the sensitiv-
ity of the results on the chosen functional. The ground-state
local-density approximation LDA [46] using the VWN func-
tional [47], the transition-state LDA (TSLDA) with a half
electron removed that gives much better transition energies,
and the van Leeuwen—Baerends 1994 (LB94) functional [48]
have been employed. TSLDA consists in the application of
Slater’s transition-state technique to the LDA functional [49].
The LB94 functional ensures the correct Coulombic-
asymptotic behavior and gives better results for polarizabil-
ities as well as single photon excitation and photoionization
spectra [50].

Molecular hydrogen was chosen as a first test case of the
SAE-TDSE approach, since it is possible to compare with
full two-electron calculations. As described in detail in [35]
the two-electron code solves the TDSE in a basis of field-free
states, too. The latter are, however, now fully correlated so-
lutions of the complete two-electron Hamiltonian. The field-
free wave functions are obtained from a CI calculation per-
formed in the basis of orbitals that are solutions of the one-
electron Hamiltonian in which the electron-electron
interaction is completely neglected. The orbitals are ex-
pressed in prolate spheroidal coordinates (1=¢<oo, —1
=n=1, 0=¢<2m) and expanded in products of B splines
along the two radial coordinates, while the angular part is
simply given by the cylindrical symmetry and thus by the
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TABLE 1. Ionization potentials (/,) and (where applicable) C,
=C| =0 coefficients for H, (R=1.4 ay) obtained with different
electronic structure calculations. This includes the density-
functional approaches using the LB94 or the TSLDA functionals as
well as the Hartree-Fock (HF), X, or configuration-interaction (CI)
method.

Method I, Co C, C,
(eV)
HF 16.188 2435 0.1073 0.0010
HF [6] 16.449 2.44 0.14
Xa [17] 15.70 251 0.06 0.00
LB9Y4 15.32 1.146 0.0666 0.0008
TSLDA 17.40 0.4521 0.0231 0.0002
LDA 10.26
SAE-CI 15.49
CI 16.06

exponential functions exp(im¢). Details concerning the used
CI method can be found in [51]. The orbitals were obtained
with 350 B splines of order 15 in the & direction (covering
1=¢=350 qp) and 24 B splines of order 8 along 7. Hj
orbitals obtained with this basis with angular momenta O
=m=5 were used to build configurations for the CI calcu-
lation of the H, states with either 'S, or 'S, symmetry.
About 6000 (5800) configurations were used in the CI cal-
culations for 'S, ('S,). The same energy cutoff e,
=40 a.u. used for SAE-TDSE was also adopted in the CI-
TDSE calculations.

As in a previous work [35] also a pseudo-SAE calculation
is performed. In this case only configurations with one of the
electrons occupying the lowest lying o, orbital of Hj are
included in the CI calculation. Using the same orbitals as for
the full CI calculation, this leads to about 4200 configura-
tions for ‘Eg and 'Y, symmetry. This approach is called
SAE-CI in the following.

In Table I the vertical ionization potentials 7, (at the equi-
librium distance R=1.40 a, at which all calculations in this
work were performed) obtained with the different DFT func-
tionals, the Hartree-Fock potential, and the two CI calcula-
tions (full and SAE-CI) are listed. In order to calculate MO-
ADK rates one needs also the so called C;,, coefficients [17].
In the present case of H, only the values for m=0 are re-
quired and given for the independent-particle models DFT
and HF. For comparison, also some literature values used
previously for MO-ADK and MO-SFA-LG calculations are
given. While the HF parameters found in the present ap-
proach are quite similar to the ones found with the aid of a
numerical HF program [6], the DFT results differ more evi-
dently. They are not only deviating from the HF results, but
also among each other. Of course, it should be kept in mind
that it is a rather well-known fact that few-electron atoms
and molecules like He and H, are notoriously difficult tasks
for DFT. No C,; coefficients are given for LDA, since the
asymptotic behavior of the HOMO obtained with this func-
tional differs too much from the correct one. Therefore no
senseful fit could be performed for the determination of the
C, coefficients.
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FIG. 1. (Color online) Ionization yield of H, (at R=1.40 ay) as
a function of the photon energy for a linear polarized laser with a
parallel orientation of polarization vector and molecular axis, a peak
intensity of 2.0 X 10'> W/cm?, and full pulse duration of 15 fs. The
results obtained with the SAE-TDSE approach using either the
LB94 functional (green diamonds) or HF functional (blue triangles)
are compared to a pseudo-SAE model (SAE-CI, red squares) and to
a full two-electron CI (black circles) calculation.

In all calculations in this work a linear polarized laser
pulse with the polarization vector parallel to the molecular
axis is used. The amplitude of its vector potential along the
molecular axis is given by

A(r) = @cosz<7¥)cos(wt), (24)

where E; is the peak electric field strength, w the central
carrier frequency, and 7 the pulse duration, since a single
pulse is defined in the time interval between —7/2 and 7/2.
As is discussed in [37], the advantage of such a pulse shape
is the well-defined integration time due to the sharply defined
pulse duration. In the case of a usually more realistic Gauss-
ian pulse shape (that is among other ones also incorporated
in our code) the less well-defined pulse duration makes the
time integration more demanding, since for every time
propagation convergence with respect to the time limits has
to be checked.

IV. RESULTS

A. Photon-frequency variation

Figure 1 shows the photon-frequency dependence of the
ionization yield of H, for a 15 fs laser pulse and a peak
intensity of 2 X 10'> W c¢m?. For this laser intensity and the
shown photon frequencies the molecular response is still al-
most perturbative [35]. The displayed frequency range cov-
ers parts of the 1-4-photon regime. While the overall behav-
ior agrees for all the adopted SAE models as well as for the
full CI calculation, there are pronounced differences. These
are due to the different excitation energies and ionization
potentials /,. The low I, values obtained with the LB94 func-
tional and the pseudo-SAE-CI leads to a shift of the
N-photon thresholds to lower photon energies compared to
the values found for the HF and the full CI calculation. As
was demonstrated in [35] it is approximately possible to cor-
rect for the different /, values by a corresponding rescaling
of the photon frequency.
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FIG. 2. (Color online) As Fig. 1, but showing the excitation to
all electronic excited bound states.

The pronounced structure found in the two-photon regime
between about 7.5-8 and 15-16 eV is due to resonance-
enhanced multiphoton ionization (REMPI), especially
through the B 'S, and the B’ 'S, states. Since the SAE
models underestimate the excitation energies to these states,
the REMPI peaks are shifted to smaller photon energies. The
only exception is the B’ 'S, state obtained with the HF ap-
proach whose position agrees quite well with the CI result. In
general the HF results are closer to the full CI results, since
also the ionization potentials agree better.

Figure 2 shows the excitation yield for the same laser
parameters used in Fig. 1. The excitation yield is defined as
the population left in all electronic states except the one of
the initial ground state as well as the total population of the
electronic continuum. Besides the resonant population of the
B 'S, state at about 12 to 13 eV one notices a rather large
excitation not only at the energy of the B’ 'S, state but also
for slightly larger photon energies until the one-photon ion-
ization threshold. This is due to a large resonant population
of Rydberg states. Similar effects are also seen at the two-,
three-, and four-photon thresholds.

In view of the rather pronounced frequency dependence
of the ionization and excitation yields (note the logarithmic
scale) it is clear that a calculation for a fixed photon fre-
quency that does not take into account the error in the ion-
ization and excitation energies can easily give a completely
wrong result. This problem should reduce if the nonpertur-
bative multiphoton regime with higher laser intensities and
smaller photon frequencies is considered. A typical case of
interest in this regime is provided by laser pulses with a
wavelength of 800 nm (corresponding to photon energy of
about 1.55 eV). In the case of H, at R=1.40 a; 10 to 12
photons are needed for reaching into the ionization con-
tinuum, depending on the adopted electronic structure model
as can be seen from Table L.

B. Intensity variation

Figure 3 shows the dependence of the ionization yield on
the peak intensity of a laser pulse with a central photon en-
ergy of 1.55 eV and 12 cycles duration (corresponding to
about 32 fs). For comparison, the results obtained from the
full two-electron CI calculation are compared to the ones
from the SAE using different potentials to describe the fro-
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FIG. 3. (Color online) Ionization yield of H, (at R=1.4 qy) as a
function of the laser peak intensity for a 800 nm (1.55 eV) laser
pulse (linear polarization parallel to the molecular axis) with 12
cycles (about 32 fs) duration. Shown are the results obtained for full
CI (black circles), SAE-CI (red squares), and the SAE-TDSE cal-
culations using HF (blue triangles), LB94 (green diamonds), LDA
(violet stars), and TSLDA (maroon crosses) functionals.

zen core. Also the results from the SAE-CI model are plot-
ted. Clearly, the DFT functionals LDA and TSLDA give re-
sults that differ substantially from the correct two-electron
yield. While LDA overestimates the yield (for a peak inten-
sity of 10> W cm™ by more than two orders of magnitude),
TSLDA underestimates the yield by a similar order of mag-
nitude. In addition, the slope of the curves differs. The LB94
functional that imposes a correct asymptotic long-range be-
havior leads on the other hand to a much better agreement
with the CI results. For peak intensities larger than 3
X 10" W cm™ the agreement is (on the logarithmic scale)
very satisfactory. The Hartree-Fock potential leads to a very
similar result and in fact the two SAE results with the HF or
LB94 functional are aside from tiny local oscillations at
lower peak intensities almost indistinguishable. In view of
the rather different ionization potentials obtained for HF and
LB94 functionals this result is quite remarkable, since for
high intensities and long wavelengths (quasistatic regime)
one usually expects the ionization yield to be mainly depen-
dent on the ionization potential. In the spirit of a multiphoton
picture one may point out that within the LB94 description
ten photons are sufficient for ionization, while the HF poten-
tial requires 11 photons. A further surprise is the pronounced
failure of the SAE-CI model in a large intensity range. For
peak intensities between 10'3 and 10'* W cm™ the SAE-CI
model agrees surprisingly well with the LDA result. For
large peak intensities (and close to saturation for the given
laser pulse) SAE-CI and LDA disagree, the SAE-CI result
being then much closer to the full CI result.

An intrinsic problem of the SAE is the question how
equivalent electrons should be treated. In the present ex-
ample of H, there are evidently two equivalent electrons that
could be ionized (within the SAE model) independently of
each other. Therefore it appears natural to scale the SAE
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FIG. 4. (Color online) Tonization and excitation yields of H, for
the same laser parameters as in Fig. 3. The ionization yields ob-
tained with the SAE-TDSE calculations using HF (blue triangles)
and LB94 (light green diamonds) functionals are scaled by a factor
of 2 in an attempt to compensate for the two equivalent electrons
when comparing to CI (black circles). Also shown are the excitation
yields of CI (purple circles), HF (orange triangles), and LB94 (dark
green diamonds) functionals, all scaled by a factor of 0.1 for better
readability and the SAE-TDSE results (HF and LB94) by an addi-
tional factor of 2 for the two equivalent electrons.

yields by a factor of 2. The result is shown in Fig. 4 for the
two SAE models HF and LB94 that gave reasonable agree-
ment with the full CI result. Inclusion of the factor of 2
results indeed in a very good agreement of the SAE and the
CI results for laser peak intensities up to about 2
X 10'* W cm™. At higher intensities the factor of 2 leads to
an overestimation of the yield by the SAE model. This is
expected from the good agreement found for intensities
larger than 3 X 10" W cm™ without a factor of 2 in Fig. 3.
On physical grounds it is also expected that a factor of 2
should not be appropriate for arbitrarily high intensities (or
long laser pulses). If substantial ionization occurs, the re-
maining electron will see a less screened nuclear potential
than before. Consequently, its ionization potential increases
which, however, is not taken into account in the SAE ap-
proximation when adopting simply a factor of 2 for the yield.
From Figs. 3 and 4 one can conclude that at least for H, and
800 nm wavelength the SAE results should be multiplied
with a factor of 2 for ionization yields below 10%. This is
qualitatively understandable, since the change of the screen-
ing due to ionization should be small, if the ionization yield
is small. The agreement of the unscaled SAE with CI for
ionization yields above about 20% appears on the other hand
to be not easily explainable and may be an accidental coin-
cidence.

Figure 4 shows in addition the total excitation yield de-
fined as the population of all electronically excited bound
states. The overall agreement between the shown SAE mod-
els and the full CI calculation is again reasonably good, but
especially for higher peak intensities (close to saturation)
there is a clear deviation that increases with increasing laser

PHYSICAL REVIEW A 77, 063403 (2008)

Ionization Yield

A =400 nm

oo CI

=-u SAE-CI
-+ LB%
A—a HF

sl Lol L1

-1
10
i 10" 10" 10

Intensity (W/cmz)

15

FIG. 5. (Color online) As Fig. 3, but for 400 nm (3.1 eV) laser
wavelength, full pulse duration of 24 cycles (about 32 fs), and omit-
ting the results for LDA and TSLDA.

intensity. The agreement of LB94 and HF functionals is on
the other hand in the whole intensity range satisfactory. In
view of the different excitation energies obtained with the
two core potentials the agreement confirms that for H,, 800
nm radiation, and the considered intensities the molecular
response may be more ascribed to quasistatic- than to
multiphoton-like behavior. This is further confirmed by the
fact that neither the ionization nor the excitation curve shows
pronounced signatures of REMPI or intensity-dependent
channel closings.

Figure 5 shows the ionization yield for a 400 nm wave-
length (corresponding to the second harmonic of 800 nm)
obtained with either the CI or different SAE models. In order
to maintain the same pulse duration as for 800 nm, the num-
ber of laser cycles is doubled. The agreement of SAE-HF
and CI is again quite satisfactory, but not as good as for 800
nm. The main reason for the deviation is a channel closing
occurring in the HF calculation at an intensity close to 2
X 103 W cm™ which is absent at this intensity in the CI
result. This leads to an accidental very good agreement be-
tween the unscaled HF and the CI result which is reduced, if
the HF yield is multiplied by a factor of 2 to account for the
two equivalent electrons.

The intensity at which a channel closing occurs should
depend (for a given laser pulse and thus ponderomotive en-
ergy) on the ionization potential. Although this simple argu-
ment may explain why the channel closing visible at 2
X 103 W cm™2 cannot be seen in the CI yield, the same
argument would predict a completely different channel-
closing intensity for the LB94 result, since the ionization
potentials of the HF and the LB94 functionals differ more
than the ones of the HF and the CI calculation. On the con-
trary, the channel closing occurs at almost the same intensity
for the HF and LB94 functionals, but its consequences are
only more pronounced for the LB94 functional. This leads to
the observed deviation between LB94 and HF functionals for
intensities below 2 X 10'> W c¢cm™2. For higher intensities the
yields predicted in these two SAE models agree on the other
hand very well.
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FIG. 6. (Color online) As Fig. 5, but showing the excitation
yield.

A possible explanation for the good agreement of the
channel-closing intensity for HF and LB94 functionals may
be the fact that its value depends not only on the pondero-
motive energy that has to be added to the ejected electron in
order to be ionized in the presence of a laser field. The real
ionization potential in a laser field is given by the energy
difference between the final state (ion and ionized electron
with zero momentum) and the initial state (neutral molecule).
Therefore the ac Stark shift (laser-field dressing) of the initial
ground state of the neutral molecule has to be considered in
a determination of the ionization potential in a laser field and
thus for the question at which intensity the number of pho-
tons necessary for reaching the ionization threshold increases
or decreases. In view of the already discussed good agree-
ment between the LB94 and HF functionals’ yields for 800
nm (and at higher intensities for 400 nm), in the quasistatic
regime it appears that the difference in the field-free ioniza-
tion potentials is largely compensated by the ac Stark shifts
of the neutral ground state.

From the three shown SAE models it is again the SAE-CI
approach that gives the poorest agreement with the CI yields
to which it agrees best at the highest intensities. It is also
remarkable that the shape of the curve follows very closely
the LB94 result to which it runs (on the logarithmic scale)
almost parallel for intensities below about 10'* W c¢cm™. The
absolute difference is, however, about one order of magni-
tude. The SAE-CI model overestimates also the excitation
yield, as can be seen from Fig. 6. At 400 nm the intensity-
dependent excitation yields contain much more structure
than for 800 nm, in agreement with the fact that for this
wavelength the molecular response should be more mul-
tiphotonlike. The overall best agreement with the CI result is
obtained with the HF functional, but the LB94 functional
still works reasonably well and actually yields better agree-
ment with CI than the HF functional in the intensity range
between about 3 X 10'3 and 8 X 10" W cm™2. Below these
intensities the LB94 functional underestimates the excitation
yield. The agreement of the HF functional to CI is on the
other hand partly due to the different slopes of the two
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FIG. 7. (Color online) As Fig. 5, but for 266 nm (4.65 e¢V) and
36 cycles (about 32 fs).

curves which leads to a crossing and thus to an accidental
perfect agreement at about 4 X 10! W cm™2.

For a wavelength of 266 nm (third harmonic of 800 nm)
the overall agreement between the ionization yields predicted
by the SAE models and full CI is good, as can be seen in Fig.
7. In this case also the SAE-CI works very well, in fact it
yields the best results. HF and LB94 functionals agree very
well with each other above about 4 X 10'* W ¢cm™2. Below
this intensity the LB94 functional yield is larger than the one
obtained with HF. Since already the HF functional overesti-
mates the yield slightly, the LB94 functional deviates from
the CI result even more than the HF functional for these
intensities. Above 10'* W c¢cm™ the agreement of the HF and
LB94 functionals with the full CI calculation is not so good,
since the CI yield shows some structure that is absent in the
HF and LB94 functionals, but also present in the SAE-CI
yield, though the quantitative agreement with the full CI re-
sult is not at all perfect. The overall rather satisfactory agree-
ment between the CI and the SAE models at this rather short
wavelength may appear surprising on the first glance, since
one usually expects the structure to become more important
as the wavelength decreases. However, it has to be reminded
that for this photon energy of 4.65 eV one finds that four
photons are required for reaching the ionization threshold for
all shown models, since the ionization potentials vary only
between 15.32 (LB94) and 16.19 eV (HF). Furthermore, the
ponderomotive shift is inverse proportional to \> and thus
quite small for A=266 nm compared to A=400 or even 800
nm. On the other hand it is worth emphasizing that the good
agreement between SAE and CI is in fact not as good, if one
reminds that according to the discussion above the SAE re-
sults should be multiplied by a factor of 2 in order to account
for the two equivalent electrons. Since the SAE yields are
already without this factor slightly larger than the CI results,
a factor of 2 will increase the difference.

The importance of the details of the electronic structure at
this wavelength becomes on the other hand clearly evident, if
the excitation yield shown in Fig. 8 is considered. The dif-
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FIG. 8. (Color online) As Fig. 7, but showing the excitation
yield. The additional curve (maroon crosses) is the excitation yield
obtained with the LB94 functional, but omitting the contribution of
the at this wavelength resonant B’ 12; state.

ferent models predict very different excitation yields that can
vary by many orders of magnitude. Also the intensity depen-
dence and thus the slope of the curves differ dramatically
between the different models. The best overall agreement
with the CI result is found for HF. However, for intensities
above 8% 10" W cm™ the agreement between CI and
SAE-CI is very good and much better than any agreement
found between CI and the two other SAE models. It is inter-
esting to note that, for example, at 10'> W cm SAE-CI pre-
dicts a larger excitation than ionization yield, while the full
CI calculation gives an excitation yield that is orders of mag-
nitude smaller than the one of ionization. Nevertheless, the
absolute ionization yield predicted by the two models agrees
very well at this intensity (Fig. 7). As was discussed in Sec.
IV A, for short wavelengths the results of different models
can differ dramatically due to the difference in excitation
energy and thus position of intermediate resonances. The
largely overestimated excitation yield of the LB94 functional
at 266 nm is due to the fact that within this model the B’
state is in three-photon resonance. This is immediately ap-
parent if the excitation yield excluding the population of the
B’ state is plotted. The excitation yield drops by orders of
magnitude and agrees at low intensities well with the HF and
the CI predictions. The overestimation of the ion yield found
for the LB94 model compared to the HF model is also a
consequence of this REMPI process. Since the relative im-
portance of REMPI, i.e., the enhancement of the ionization
yield due to intermediate resonances, decreases with increas-
ing intensity the better agreement of the HF and LB94 ion-
ization yields for high intensities is understandable.

C. Comparison to simplified SAE models

There are two main motivations for the present SAE ap-
proach. First, for large systems with many electrons full cal-
culations of their behavior in strong laser pulses appears
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hopeless with the present computational resources. An SAE
approach is the first step in the direction of few-electron
models to such large systems. Second, it is possible to inves-
tigate the validity of strong-field models that adopt the SAE
together with additional approximations. The most promi-
nent examples are MO-SFA [2] and MO-ADK [17] to which
a comparison is made in this work.

In a purely theoretical validation of those models it is
possible to avoid the need for an averaging over a number of
parameters. A comparison to experiment usually requires on
the other hand averages to be performed over molecular pa-
rameters (rotational and vibrational degree of freedom and
thus orientation and nuclear geometry, respectively) as well
as over laser parameters like the spatiotemporal pulse profile.
Furthermore, the parameters of intense laser pulses like pulse
shape and peak intensity are often only known with limited
precision. In view of the exponential dependence of the ion-
ization yield on the laser intensity, an experimental uncer-
tainty of 20% or more with respect to the peak intensity
which is rather common in strong-field experiments makes
quantitative comparisons difficult. As a consequence, these
averagings and uncertainties can severely bias the conclu-
sions of a comparison between theory and experiment. Fi-
nally, experiments are usually not obtaining absolute ioniza-
tion yields and allow therefore only qualitative comparisons.

In the context of suppressed ionization the predictions of
MO-ADK, MO-SFA-LG, and MO-SFA-VG were compared
to experimental data for a number of diatomic molecules
[18]. In that work it was found that MO-SFA-LG gives the
overall best agreement with experiment. However, it was
also concluded that the experimental data are insufficient for
a clear answer. Another example for the insufficiency of ex-
perimental data to answer which gauge is more appropriate
in SFA is the experimentally observed vibrational distribu-
tion in H} produced in the ionization of H, by strong laser
fields [9]. The found non-Franck-Condon distribution was
first predicted on the basis of an extended atomic ADK
model that takes into account vibrational motion [7]. As was
shown in [9] this model gives even good quantitative agree-
ment. However, later on both MO-SFA-LG [10] and MO-
SFA-VG [11] were also shown to give good agreement with
the experimental data.

Another important aspect in the validation of SAE models
is their dependence on the quality of the adopted electronic
structure model (for example, HF vs DFT), including basis
sets, etc. In the present work a consistent comparison is per-
formed by using identical orbitals in SAE-TDSE, MO-ADK,
MO-SFA-LG, and MO-SFA-VG. Since the electronic struc-
ture of H, is quite simple, one expects this aspect to become
in fact even more important for more complicated molecular
systems. Preliminary results obtained for larger molecules
confirm this expectation.

1. Comparison to MO-ADK

MO-ADK is an extension of the atomic ADK model to
molecules. In simple terms, this extension is achieved by
fitting the long-range behavior of the molecular orbital as-
ymptotically to hydrogeniclike orbitals. Since for the latter
the ADK formula was derived, it is possible to obtain MO-
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FIG. 9. (Color online) Ionization yield of H, for the same laser
parameters as in Fig. 3. The results of CI-TDSE (black circles) and
LB94 SAE-TDSE (green diamonds) functionals are compared to
the MO-ADK prediction using the molecular parameters obtained
with LB94 (purple solid), HF (blue dotted), and TSLDA (maroon
dashes) functionals.

ADK rates from these fit coefficients, the so-called C;,,. In
the present case m=0 and the C;= C, ., are listed in Table I.

There are two practical problems related with the C; co-
efficients. First, the asymptotic form to which the molecular
orbital is fitted is only approximate. Second, the obtained
coefficients depend quite strongly on the model and the nu-
merical quality of the electronic-structure calculation with
which the molecular orbitals are obtained, as is discussed in
[18]. In [18] it was also found that this difference is even
more pronounced for larger molecules than H,. Nevertheless,
as is evident from Table I, even for H, rather substantial
differences between the C; coefficients can be found. While
the HF coefficients of this work compare reasonably well
with the ones obtained from a numerical HF code used in
[18], the LB94 coefficients differ by about a factor of 2. Note
that in the present approach the long-range asymptotic tail of
the highest occupied molecular orbital (HOMO) should be
accurately described by the long-range B-spline expansion,
so that the C; coefficients extracted are expected to be nu-
merically accurate.

The ionization yields obtained within the MO-ADK
model by an integration of the rates over the corresponding
laser pulses are shown for a laser wavelength of 800 nm in
Fig. 9. Despite the very different ionization potentials and C;
coefficients there is rather good agreement between the HF
and the LB94 MO-ADK ionization yields. Clearly, the dif-
ference in ionization potential is largely compensated for by
the C,; coefficients. However, the slope obtained for the HF
functional is slightly larger than the one of the LB94 func-
tional. On the other hand, the use of the TSLDA functional
for calculating the MO-ADK yield results in a much smaller
value, in agreement with the higher ionization potential and
thus not compensated for by the C; coefficients. In fact, the
deviation between the MO-ADK yields obtained with the
LB94 functional or TSLDA is very similar to the one for the

PHYSICAL REVIEW A 77, 063403 (2008)

corresponding SAE-TDSE calculations (Fig. 3).

In Fig. 9 the predictions of the different MO-ADK models
are also compared to the SAE-TDSE (LB94) and the full
CI-TDSE results. [In view of the similarity of the SAE-
TDSE ionization yields using either the LB94 or HF func-
tional (Fig. 3) only the LB94 result is shown.] In the most
favorable case, MO-ADK (LB94) should agree with SAE-
TDSE (LB94). Every deviation is a clear indication of a
failure of the MO-ADK model itself, since both calculations
are based on the SAE and an identical description of the
molecular structure. Clearly, MO-ADK predicts a wrong
overall intensity dependence of the ion yield. Since the slope
of the MO-ADK curve is too large but crosses the SAE-
TDSE yield at a peak intensity of about 6 X 10'* W cm™,
the predicted ion yield is too small at lower intensities and
reaches too early saturation, i.e., complete single ionization.
Only for intensities between 8 X 10'* and 1X10'* W cm™
MO-ADK predicts the intensity dependence of the ionization
yield in a qualitatively correct way, but overestimates it by
about a factor of 2. This leads to an accidental agreement to
the CI-TDSE result.

An analysis of the Keldysh parameter +y reveals that MO-
ADK is in fact not really expected to work well even for 800
nm radiation. A condition for the applicability of a tunneling
model is that the Keldysh parameter should be much smaller
than 1. Within the HF or LB94 functional and at 800 nm 7 is
close to 1 at about 1 X 10'* W cm™2 which sets a lower limit
to the applicability of MO-ADK. On the other hand, for in-
tensities above about 2.5X 10" W cm™ one reaches the
classical over-the-barrier regime, i.e., the electron can escape
over the field-suppressed potential barrier and ADK is
known to overestimate the ionization rates. At this intensity
v has, however, only dropped to about 0.72. In the present
example (H,, 800 nm) qualitative agreement of MO-ADK
with SAE-TDSE is found for y close to or slightly larger
than 1. For vy slightly smaller than 1 where ADK should be
more appropriate the agreement is, however, worse. There-
fore the found small range of qualitative agreement is shifted
to slightly lower intensities than expected on the basis of the
Keldysh argument.

In view of the fact that MO-ADK is expected to be valid
only in a small intensity window for a laser wavelength of
800 nm, the value of the comparison shown in Fig. 9 may
appear questionable, at least at first glance. However, the
validity criterion is neither strict nor does it provide any
information about the extent of a possible failure. The
present work shows how MO-ADK fails both qualitatively
and quantitatively for H, and the popular Ti:sapphire laser
wavelength of 800 nm. Furthermore, the ADK model has
often been used outside its range of validity to explain
atomic or molecular behavior in intense laser fields. One
example is the already mentioned suppressed ionization in
molecules [13-16]. Noteworthy, MO-ADK was used to pre-
dict the occurrence or absence of suppressed ionization for a
number of molecules in a correct way [17,18], although the
adopted parameters would formally not allow one to apply
ADK theory, since the Keldysh parameter was too large or
the over-the-barrier ionization regime was reached. Another
example is the observed lower saturation intensity of differ-
ent charge states of fullerenes compared to the ADK predic-
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tion and its attribution to a failure of the SAE in [31]. How-
ever, such an interpretation implicitly assumes ADK to
correctly predict SAE yields.

In conclusion, Fig. 9 indicates that for H, and 800 nm
MO-ADK fails even qualitatively to predict the overall in-
tensity dependence of the ionization yield. Therefore MO-
ADK can give in the best case only partially qualitatively
correct predictions, while quantitative agreement occurs only
accidentally. This is in agreement with an earlier work in
which it was found that MO-ADK predicts the R dependence
of the ionization rate of H, at 800 nm qualitatively correctly
in the intensity range 10" to 10" W ¢cm™2, but its quantita-
tive prediction is wrong [36]. As is clear from Fig. 9, the
quantitative agreement at 10'* W cm™ found in [36] is ac-
cidental, since it is due to a crossing and ignores the factor of
2 for the two equivalent electrons. Therefore claims based on
quantitative arguments like, e.g., on a deviation between
saturation intensities predicted by ADK and experimentally
observed ones are problematic.

2. Comparison to MO-SFA

A second popular SAE-based approximation for predict-
ing molecular ionization rates in intense laser fields is MO-
SFA. Its validity regime is expected to be larger than the one
of MO-ADK, but the calculation of the ionization rates is
more demanding. This explains the popularity of ADK com-
pared to SFA. While ADK is based on a length-gauge expres-
sion of the laser-matter coupling, SFA can—and was—
formulated in velocity (MO-SFA-VG [2]) and in length
(MO-SFA-LG [19]) gauge. Unfortunately, the results of SFA
depend on the chosen gauge. Since SFA is a first-order ap-
proximation and thus a truncated series expansion of the cor-
rect scattering wave function, this gauge dependence is not
surprising. On the other hand, it is clear that the two gauges
cannot both give correct results, if the rates in the two gauges
differ. From a practical point of view it is of great interest
whether one of the gauges provides more reliable ionization
rates than the other.

Figure 10 shows a comparison of the SAE-TDSE ioniza-
tion yields as a function of intensity for the three wave-
lengths 800, 400, and 266 nm with the predictions of MO-
SFA in velocity or length gauge. Two curves are shown for
each of the two gauges. The velocity-gauge yields obtained
with the Coulomb-correction factor of either Becker et al.
(BC) or Vanne and Saenz (VC) are given. The two length-
gauge curves correspond to either the full calculation using
the molecular orbitals (STO) or to the approximate results
obtained from the asymptotic fit coefficients C; (C,,).

The quantitative agreement between MO-SFA-VG(BC)
and SAE-TDSE at 800 nm when using the HF approximation
is almost perfect, at least on a double-logarithmic scale, as
can be seen in Fig. 10(a). As was discussed before, the
Coulomb-correction factor is essential for this quantitative
agreement, since otherwise the yield predicted by MO-
SFA-VG would be much too small. The MO-SFA-VG(VC)
results agree with the SAE-TDSE data for high intensities,
but underestimate the yield for lower intensities. The agree-
ment of MO-SFA-VG(VC) with SAE-TDSE is, however,
still better than the one found for MO-SFA-LG (without
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Coulomb correction). The latter underestimates the yield in
the whole intensity range shown, but agrees with MO-SFA-
VG(VC) for low intensities. The simplified MO-SFA-LG us-
ing the C,; coefficients works at 800 nm only for very high
intensities, but leads otherwise to a further underestimation.

For A\=400 nm [Fig. 10(b)] a very similar result is found.
The best overall agreement with SAE-TDSE is achieved by
MO-SFA-VG(BC), followed by MO-SFA-VG(VC), MO-
SFA-LG(STO), and MO-SFA-LG (C)). The deviation be-
tween the latter two is smaller than for 800 nm and thus the
simplified approach based on the asymptotic form works bet-
ter for 400 than for 800 nm. A closer look reveals, however,
that despite the good overall quantitative agreement of MO-
SFA-VG(BC) for lower intensities the predicted slope is
slightly too small. The slopes predicted by the other MO-
SFA approaches agree better to the one of SAE-TDSE. Also
at very high intensities and thus close to saturation MO-SFA-
VG(VC) works slightly better than MO-SFA-VG(BC).

For the lowest wavelength considered in this work, 266
nm [Fig. 10(c)], the failure of MO-SFA-VG(BC) to predict
the correct slope is even more pronounced and occurs for the
whole intensity range. As a consequence, it is now the MO-
SFA-VG(VC) yield that shows the best overall agreement to
SAE-TDSE, although its absolute value is still too small,
except close to saturation. The MO-SFA-LG results possess a
shape that is very similar to the one of MO-SFA-VG(VC),
but the total yield is even smaller and deviates thus even
more from SAE-TDSE. At 266 nm and for intensities below
about 10'3 W cm™ one may in fact expect almost perturba-
tive behavior, and the slope of the SAE-TDSE intensity
curve in that regime is 3.94. This is very close to 4.0 which
is the expected slope in lowest-order perturbation theory,
since four photons of 4.65 eV are needed to reach the ion-
ization threshold. Notably, this slope is rather constant for
most of the intensity regime, except close to saturation, i.e.,
for an ionization yield larger than about 10%. MO-SFA-
VG(BC) yields on the other hand a slope of 3.06. As is
evident from the MO-SFA-VG(VC) and MO-SFA-LG re-
sults, this wrong slope is not a failure of SFA itself, but a
problem of the Coulomb correction factor proposed by
Becker et al. The deviation between SAE-TDSE and the dif-
ferent MO-SFA variants found for intensities larger than
10" W cm™ is of course not unexpected in view of the
pronounced excitation at these laser parameters (see Fig. 8)
and the fact that SFA (like ADK) does not consider excitation
at all.

While the overall trends discussed so far for the HF re-
sults presented in Figs. 10(a)-10(c) appear to be reproduced
by the DFT-LB94 results shown in Figs. 10(d)-10(f), there
are some important and somewhat surprising differences. Al-
though the HF and LB94 SAE-TDSE results for 800 nm
agreed very well (Fig. 3), there is an evident deviation be-
tween MO-SFA-VG(BC) and SAE-TDSE when using the
LB94 functional [Fig. 10(d)], despite the perfect agreement
found for the HF approximation [Fig. 10(a)]. In fact, if the
LB94 functional is employed in the SFA calculation, it is
now MO-SFA-VG(VC) that yields a very good agreement
(except at very low and very high intensities) with SAE-
TDSE. MO-SFA-LG(STO) yields also rather good results,
but clearly not as good as MO-SFA-VG(VC) and slightly
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FIG. 10. (Color online) Tonization yield of H, for the same laser parameters as in Figs. 3 [800 nm, (a) and (d)], 5 [400 nm, (b) and (e)],
and 7 [266 nm, (c) and (f)]. The SAE-TDSE results (black circles) are compared on one hand to the predictions of MO-SFA-VG using either
the Coulomb-correction factor of Becker et al. [45] (BC, blue dashes) or the one of Vanne and Saenz [44] (VC, red solid) and on the other
hand to the MO-SFA-LG results (without Coulomb-correction factor) that were obtained using either the complete HOMO expressed in an
STO basis (STO, purple dots) or an approximate formula based on the C,,, coefficients (Cj,, maroon chain).

worse than MO-SFA-VG(BC). The simplified MO-SFA-LG
(C) leads again to a pronounced underestimation of the
yield, but agrees in shape relatively well with the full MO-
SFA-LG(STO) curve.

It should be reminded that in view of the difference in
molecular parameters (ionization potential and C; coeffi-
cients, see Table I) the good agreement of the SAE-TDSE
results for the HF and LB94 functionals was not expected. At
first glance it appears as if the differences in the initial state
are to a large extent compensated by corresponding differ-
ences in excitation energies and dipole transition moments.
Since SFA depends only on the initial state and ignores all
possible intermediate states, its larger sensitivity to differ-
ences in the initial state compared to SAE-TDSE could be
explained this way. However, also MO-ADK depends only
on the initial state, but the results obtained with either the HF
or LB94 functional agree much better than for MO-SFA (but
less well than it is the case for SAE-TDSE). Within the MO-
SFA models, the best agreement for HF and LB94 models is
found for MO-SFA-LG (C);). This seems to indicate that in

the long-range asymptotic behavior of the initial state the
quantities ionization potential and C, coefficients may partly
compensate each other. In view of the fact that in the fit
procedure that yields the C,; coefficients /, is explicitly used,
such a compensation may be understandable. This compen-
sation can explain the better agreement of the yields for the
HF and LB94 functionals when adopting a strong-field
model that depends practically only on the asymptotic be-
havior of the initial-state wave function, as is the case for
MO-ADK and MO-SFA-LG (C)).

At 400 nm [Fig. 10(e)] the analysis is more complicated
due to the occurrence of a pronounced channel closing in all
MO-SFA yields at about 10'* W cm™ that occurs only for
the LB94 model, since the higher I, obtained in the HF
model would require correspondingly higher intensities for
the channel closing to occur. Remind, however, that in the
SAE-TDSE calculation an almost identical channel-closing
intensity of 10'* W cm™ is found for the HF and LB94
functionals, as was discussed earlier. A further interesting
issue is that close to saturation the structure of the SAE-
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TDSE yield appears to be reproduced by MO-SFA-VG using
the HF functional, but it is completely absent when using the
LB94 functional. In the case of MO-SFA-LG this structure is
absent independent of the underlying electronic-structure
model (HF or LB94), but also at this wavelength one notices
that the LB94 model leads to a smaller slope compared to the
HF model close to saturation.

This effect is even more evident for the results obtained
for 266 nm [Fig. 10(f)]. At this wavelength the MO-SFA-VG
results obtained with the HF or LB94 functional agree on the
other hand quite well. This is in agreement with a multipho-
ton picture in which the transition probabilities depend less
on the ionization potential and the asymptotic long-range
behavior of the initial state than for tunneling and thus for
longer wavelengths. Furthermore one notices that the simpli-
fied MO-SFA-LG approximation based on the C; coefficients
fails more clearly for the LB94 functional than for the HF
functional. In both cases it is, however, dominantly a failure
in absolute value while the shape of all MO-SFA-LG curves
is very similar. In fact, the shape of MO-SFA-LG is in most
cases in very good agreement to the one of MO-SFA-
VG(VC). This agreement is, however, better for 400 and 266
nm than for 800 nm. In the latter case the slope of MO-
SFA-LG is less steep. As a consequence one may conclude
that a possible Coulomb-correction factor for MO-SFA-LG
should be rather independent on the laser intensity, in con-
trast to the ones used in MO-SFA-VG(BC) or MO-SFA-
VG(VC). There may, on the other hand, be the need for some
wavelength dependence of such a factor, since for 800 nm
the slope of the intensity curve obtained with MO-SFA-LG
without Coulomb correction appears to be to small.

A criterion for the validity of the SFA depends (for a
given system and thus a fixed ionization potential) on inten-
sity and wavelength, as is also reflected, e.g., by the Keldysh
parameter. In fact, one proposed validity criterion for SFA is
z;> 1 with z,=y?=2U,/1,[52,53]. Although it appears that
at least for the total ion yields obtained with Coulomb-
corrected MO-SFA-VG this validity criterion is too strict, the
increasing failure of SFA with decreasing wavelength is cor-
rectly predicted by this parameter. Nevertheless, it is quite
surprising how well the slope of the curves is predicted even
for 266 nm and low intensities by MO-SFA [except MO-
SFA-VG(BC)].

In conclusion, it is found that MO-SFA is in the nonreso-
nant case more sensitive to the adopted electronic-structure
model than SAE-TDSE, especially for longer wavelengths.
In the considered examples, the SAE-TDSE results are es-
sentially bracketed by MO-SFA-VG(BC) and MO-SFA-
VG(VC). The latter gives the overall best agreement to SAE-
TDSE with respect to both qualitative and quantitative
agreement, but MO-SFA-VG(BC) is clearly superior for 800
and 400 nm, if the HF model is used. At 266 nm the Cou-
lomb correction by Becker et al. leads to an evident failure
of MO-SFA-VG(BC). MO-SFA-LG (without Coulomb cor-
rection) leads to a systematic underestimation of the ioniza-
tion yield that appears to increase with descreasing wave-
length. On the other hand, MO-SFA-LG yields a very good
qualitative agreement with SAE-TDSE, especially for shorter
wavelengths, where it also agrees rather well in shape with
MO-SFA-VG(VC). The simplified MO-SFA-LG (C;) model
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should be used with care, since its validity (in reproducing
MO-SFA-LG) depends on the laser parameters wavelength
and intensity as well as on the adopted electronic structure
model. In all considered cases it underestimates the MO-
SFA-LG yields that are themselves already too low com-
pared to SAE-TDSE.

V. CONCLUSION AND OUTLOOK

A theoretical description of the response of molecular sys-
tems to intense short laser pulses has been developed and
implemented in this work. It is based on the SAE approxi-
mation and describes all but one electron within DFT. The
resulting time-dependent one-electron Schrédinger equation
describing the selected electron in the combined field of the
frozen core and the laser pulse is solved numerically using an
expansion in field-free eigenstates. It is important to note that
the present approach is not time-dependent density-
functional theory (TD-DFT). The latter model describes the
motion of all electrons in the laser field and is thus an alter-
native to more expensive many-electron treatments like time-
dependent variants of Hartree-Fock, multiconfiguration
Hartree- or Hartree-Fock, CI, etc. TD-DFT has, however, its
own problems, especially related to the read-out of observ-
ables such as the ionization yields (see, e.g., part V in [54]).

The developed approach was applied to molecular hydro-
gen and the calculated total ion and excitation yields were
compared to a full two-electron (CI) calculation. For high
photon frequencies and relatively low intensities it was dem-
onstrated that the SAE model predicts reasonable results for
the dependence of ionization and excitation on the photon
frequency. However, due to the pronounced structure of the
spectrum and the sensitivity of it on the ionization and exci-
tation energies, the SAE results at a given photon energy
may deviate drastically from the correct yields. In the weakly
perturbative regime this failure can be compensated to a
large extent by rescaling the photon frequency.

For the popular Ti:sapphire laser wavelength of about 800
nm the intensity dependence of the ion yield obtained with
different DFT functionals was investigated. From the tested
ones, only the LB94 and HF functionals gave satisfactory
results. In fact, the results obtained in these two cases agreed
very well with each other and with the CI results. The agree-
ment to CI is improved if a factor of 2 is adopted for laser
intensities for which the ion yields are smaller than about
10%. This factor should reflect the two equivalent electrons.
The predicted excitation yield is also in reasonable agree-
ment with the CI result, but here the agreement becomes
even less good for high peak intensities for which the SAE
models strongly overestimate excitation. Clearly, by con-
struction SAE models do not account for double excitation or
even double ionization.

At smaller wavelengths the spectra are more sensitive to
structural details. At the considered photon energies that cor-
respond to the second and third harmonics of the 800 nm
radiation the erroneously predicted ionization energy of H,
using especially the LB94 model leads to channel-closing
effects in the ion yield that are shifted in intensity compared
to the CI result. The structural effects are much more pro-
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nounced in the excitation spectra and lead to differences be-
tween SAE and CI that can easily exceed some orders of
magnitude.

In those cases where the HF and LB94 results differed,
the HF results are usually in better overall agreement with
CI. This should be a consequence of the well-known problem
of DFT to describe systems with a very small number of
electrons like atomic or molecular hydrogen. The failure of
the LB94 model to describe H, is already apparent from the
poor ionization potential obtained with this approach. In fact,
the very good overall agreement between the HF and LB94
models is somewhat surprising in view of these differences.
With increasing size of the molecular system one should,
however, expect that the present DFT-based approach should
be superior to the HF model, since DFT is known to provide
a very efficient way for a reliable description for a large
number of many-electron molecules. An advantage of DFT
in comparison to the HF model is the possibility to include to
some extent correlation into the calculation. In the context of
molecules in intense laser fields a prominent example for this
advantage is given by molecular nitrogen. While the HF
model predicts a wrong ordering of the orbitals and thus of
the highest-occupied one, DFT predicts the correct ordering,
as was also verified with the present code. More sophisti-
cated functionals (such as LDA with self-interaction correc-
tion or exact-exchange within the optimized effective poten-
tial method) could be implemented in the future. The use of
more sophisticated potentials does not increase the computa-
tional load of the time-propagation part of the calculation
that is computationally most demanding, and is therefore
merely a coding task.

The intensity-dependence of the ionization yield of H,
predicted by MO-ADK is found to be in very poor agree-
ment with SAE-TDSE, even at the longest wavelength (800
nm) considered in this work. There are not only quantitative
deviations, but also the slope of the curves differ consider-
ably. Since it has been shown earlier that for field strengths
lower than the classical threshold for over-the-barrier ioniza-
tion, ADK predicts absolute dc-field ionization rates of H,
in very good agreement with a full complex-scaling based
ab initio CI calculation [55,56], the observed failure of
MO-ADK is due to a breakdown of the quasistatic approxi-
mation. This failure may not appear surprising in view of the
fact that based on the analysis of the Keldysh parameter and
classical over-the-barrier ionization threshold limit the appli-
cability of a tunneling model like ADK should be limited to
a very small range of intensities. However, the present work
provides a quantitative description of the failure of MO-
ADK to approximate the SAE-TDSE result. This is very im-
portant, since MO-ADK was frequently used outside its pa-
rameter range of validity, for example, in the context of
suppressed ionization. The present work shows that such an
analysis is very problematic.

The MO-SFA-VG approach gives (on a double-
logarithmic scale) reasonable agreement with SAE-TDSE re-
sults if a Coulomb-correction factor is employed. It should
be reminded that this factor is not at all small, but typically
of the size of one to three orders of magnitude. The ion
yields obtained with MO-SFA-VG using the two proposed
factors by Becker et al. (BC) and Vanne and Saenz (VC) lead
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to a bracketing of the SAE-TDSE results, since MO-SFA-
VG(BC) tends to overestimate the yield while MO-SFA-
VG(VC) tends to underestimate it. Furthermore, MO-
SFA-VG turns out to be much more sensitive to the
employed electronic-structure model (Hartree-Fock vs
density-functional theory with LB94 functional) than SAE-
TDSE. This leads to the surprising (and probably accidental)
result that especially at 800 nm MO-SFA-VG(BC) leads to
an almost perfect agreement with SAE-TDSE in the case of
HF, while MO-SFA-VG(VC) provides an almost perfect
agreement in the case of DFT (LB94). At 266 nm MO-SFA-
VG(VC) gives good qualitative agreement with SAE-TDSE
for lower intensities and even almost quantitative agreement
for very high ones. On the other hand, the Coulomb correc-
tion of Becker et al. fails rather badly at this wavelength.
Since it was empirically found from data that dominantly
come from longer wavelengths, this result is not completely
unexpected. It indicates, however, a principal shortcoming of
this Coulomb-correction factor, since it is not universal. Also
the Coulomb-correction factor of Vanne and Saenz is not
derived for arbitrary wavelengths, but stems from the re-
quirement that the SFA results should converge for w—0 to
the tunneling result. Although the correction factor is propor-
tional to w (while the BC factor is @ independent), there is
clearly no reason to believe that this factor works for arbi-
trary wavelengths. In view of the results obtained in this
work for 800, 400, and 266 nm this factor leads, however,
finally to the best overall agreement. Surprisingly, it works
well for low intensities and wavelengths, and thus in a limit
that is absolutely contrary to the tunnel limit in which it was
derived.

The shape of the yield curves obtained with MO-SFA-LG
without Coulomb correction is typically very similar to the
one obtained with MO-SFA-VG(VC). Thus it shows similar
relative deviations to SAE-TDSE, but is quantitatively too
low. In comparison to SAE-TDSE one may conclude that a
possible Coulomb-correction factor for MO-SFA-LG should
be rather independent of the intensity (except possibly for
longer wavelengths), since otherwise the good agreement in
shape would be lost. The simplified version of MO-SFA-LG
based on the asymptotic C; coefficients was found to yield
ionization yields that agree in shape rather well with the full
MO-SFA-LG results, but leads to a further underestimation.
It should also be reminded that in contrast to SAE-TDSE
none of the simplified SAE models MO-ADK or MO-SFA
can predict excitation to electronic bound states. Especially
for smaller wavelengths excitation is found to be very impor-
tant.

Future work will investigate the orientational dependence
of the ionization yield of H, as well as differential quantities
like photoelectron spectra. Also high-harmonic spectra of H,
calculated with either CI-TDSE, SAE-TDSE, or MO-SFA
will be investigated. The main future work will, however, be
devoted to larger molecular systems. First results for systems
as large as acetylene have already been obtained and will be
discussed elsewhere. While the validity of the SAE itself for
such systems can, of course, in principle only be determined
from corresponding full-electron calculations that appear
presently out of reach, the present approach should allow
one to not only investigate the validity of MO-ADK and
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MO-SFA for such systems, but to provide an alternative
treatment with only a single unknown, the validity of the
SAE itself. This is of great interest, since the exact range of
validity of MO-ADK and MO-SFA is so far unknown. A
great advantage compared to SFA is also the gauge indepen-
dence of the results obtained with SAE-TDSE. Furthermore,
as the present work has confirmed, for quantitative predic-
tions the MO-SFA models require the knowledge of a Cou-
lomb correction. Whether a simple correction factor valid for
all laser-parameter regimes and molecules exists is com-
pletely unclear. None of the tested factors leads to fully con-
vincing results. It should also be emphasized that H, may be
not the most representative case, since it possesses for a mol-
ecule a rather isotropic electron density that is furthermore
nodeless. Therefore simplified models may work better in
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this case than for molecules with more complicated structure.
The reasonable success of the two Coulomb-correction fac-
tors discussed for MO-SFA-VG may be partly due to the
similarity to atomic hydrogen.
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