PHYSICAL REVIEW A 77, 062704 (2008)

Electron-impact excitation and ionization cross sections for the Si, Cl, and Ar
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Electron-impact excitation and ionization cross sections are presented for all atomic ions in the Si, Cl, and
Ar isonuclear sequences. These data contribute to the continuing effort to provide accurate collisional data for
magnetic fusion and astrophysical modeling. For excitation processes, level-resolved cross section calculations
are presented which were made using first-order many-body perturbation theory. For ionization processes, we
present calculations made with the configuration-average approximation using a distorted-wave method. A
selection of excitation and ionization cross sections are compared with experiment, where available. For
ionization of Si>* and Si**, we also compare with calculations made using time-dependent close-coupling
theory, to assess the accuracy of the distorted-wave calculations. Our cross sections will be tabulated in several
atomic collision databases for use in future kinetics modeling efforts.
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I. INTRODUCTION

The ongoing need for accurate atomic data for use in the
astrophysical and magnetic fusion modeling communities is
of continuing relevance as advances are made in the quality
and quantity of observational data from recent x-ray satel-
lites, and diagnostic measurements from fusion plasma de-
vices. This need has motivated several groups to generate
high-quality atomic collisional data for the systems of inter-
est. For example, the Auburn group has used perturbative
and nonperturbative approaches to compute excitation and
ionization cross sections for all ion stages of Li [1] and Be
[2], for which all data have been archived for use in plasma
modeling. Recent comprehensive calculations have also been
made for electron-impact ionization cross sections of all
atomic ions of Kr [3], W [4], and of all ionization stages of
Ar [5]. These systems are of much interest in fusion model-
ing and are expected to play a role in the upcoming ITER
project. These calculations were made using a variety of
distorted-wave techniques and were augmented by R-matrix
with pseudostates calculations for neutral argon. Also, a re-
cent effort has been initiated to calculate high-quality
electron-impact excitation data for a wide range of ions of
interest using the R-matrix approach [6]. This work builds on
many previous efforts to compute excitation data using a
variety of distorted-wave and R-matrix approaches (see
Bhatia et al. for a review [7]), often motivated by the IRON
project [8]. A comprehensive set of dielectronic recombina-
tion cross sections and rate coefficients for many isoelec-
tronic sequences is also now available in the literature [9],
and efforts continue to extend this work to more complicated
(M-shell) ions.

In this paper, we contribute to these atomic data efforts by
presenting excitation and ionization cross sections for all
ions of Si, Cl, and Ar. Emission lines from Si ions are com-
monly seen in many observed astrophysical spectra, and all
three ions are potential impurity candidates in proposed fu-
sion devices. Furthermore, Ar is a candidate for the mitiga-
tion of tokamak disruptions [10]. Although some previous
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calculations have been made on selected ions of these ele-
ments, we have calculated a consistent set of data for all
ionization stages. This approach allows for the generation of
a more consistent plasma kinetics model, which removes
some potential ambiguities when computing plasma radiative
properties.

In the following section we give a brief overview of the
theoretical methods used in our calculations. We then present
results for a selection of excitation and ionization cross sec-
tions, with most of the examples chosen from the Si iso-
nuclear sequence, as it allows more comparison with avail-
able experimental data. For example, measurements are
available for ionization of Si?*, for g=0-7 [11-15]. Little, if
any, data are available for the Cl isonuclear sequence, which
has been rarely investigated by experiment due to its toxicity.
Only one study of the elastic scattering cross sections of Cl
[16] has been performed to the best of our knowledge. The
recent work of Loch er al. [5] for ionization of Ar ions has
given a comprehensive description of distorted-wave calcu-
lations and their comparison to available measurement. Our
calculations of ionization cross sections are very similar to
those of Loch et al. [5]. We end with a short conclusion.

II. THEORY

Our calculations of excitation and ionization cross sec-
tions for Si, Cl, and Ar ions were made using the Los Alamos
suite of atomic collision codes. The first step was to run the
semirelativistic structure code CATS [17], which is based on
Cowan’s codes [18]. All our calculations used the semi-
relativistic approximation in CATS, which includes the mass-
velocity and Darwin terms in the Schrodinger equation. For
fine-structure calculations, the spin-orbit interaction is also
included when diagonalizing the appropriate Hamiltonian.
For M-shell ions, configurations were included with all pos-
sible permutations of electrons within the n=3 manifold.
One-electron promotions from all of these possible n=3 sub-
shells into the n=4 and n=>5 shells were added. For Na-like
ions, one-electron promotions from the n=2 shell into the
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n=3 shell were also included. For L-shell ions, configura-
tions were included with all possible permutations of elec-
trons within the n=2 manifold. One-electron promotions
from all of these possible n=2 subshells into the n=3 and
n=4 shells were also included. For Li-like ions, one-electron
promotions from the ls shell into the n=2 and n=3 shells
were also included. For K-shell ions, all configurations were
included containing one-electron promotions from n=1 into
the n=2, 3, and 4 shells. When constructing the Hamiltonian
to obtain fine-structure levels, full configuration-interaction
and spin-orbit coupling were included, using the default set-
tings for scaling of spin-orbit and configuration-interaction
parameters, as discussed in detail by Cowan [18]. These cal-
culations resulted in quite accurate level energies for the ma-
jority of the ions considered here. For example, the level
energies of the low-lying levels of Si** are within 3% of the
experimental values. Excitation cross sections were com-
puted using the ACE code [19], in which we used the first-
order many-body perturbation theory option [20,21] to com-
pute the excitation cross sections of interest. Our excitation
data were tabulated as both cross sections (Q) and as colli-
sion strengths (€2). The relation between these quantities for
the transition from an initial level i to a final level k can be
expressed as

2

i
— Q. (1)
gERy) "

Qik(sz) =
where a is the Bohr radius (in cm), g; is the statistical
weight of the initial level i, and E is the electron-impact
energy. Excitation cross sections were computed in the fine-
structure approximation. For M-shell ions, excitations from
all n=3 levels to n=3, 4, and 5 levels were computed, apart
from the neutral Si, C1°73+* and Ar®~%* jons, for which
excitation cross sections from only levels within the ground
configuration were computed. This restriction was made for
these latter ions because of the extremely large run times
required to compute excitation cross sections from all pos-
sible n=3 levels. For L-shell ions, excitations from all n=2
levels to n=2, 3, and 4 levels were computed, and for K-shell
ions, excitations from all n=1 levels to n=2, 3, and 4 levels
were computed.

Ionization cross sections were computed in the
configuration-average approximation using distorted-wave
theory via the multipurpose ionization code GIPPER [22] (for
a description of the underlying theory, see Ref. [23]). Within
the distorted-wave approximation, the incident electron is
computed in a V¥ potential (where N is the number of target
electrons), whereas the scattered and ejected electrons are
computed within a V¥~! potential [24]. Tonization cross sec-
tions between all possible configurations were included.

We also used the time-dependent close-coupling approach
(TDCC) [25] to compute ionization cross sections from the
ground and first excited configurations of Si** and Si**, as a
check on the accuracy of our distorted-wave calculations.
The TDCC calculations solve the coupled partial differential
equations which result after expanding the two-electron
wave function for the outgoing electrons and inserting this
wave function into the time-dependent Schrodinger equation
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[25]. We assume a frozen core of the remaining bound elec-
trons, and used a pseudopotential to smoothly remove the
inner nodes of the lowest angular momentum orbitals. This
method is necessary to eliminate unphysical superelastic
scattering [26], and has been used successfully to obtain
configuration-average ionization cross sections from a num-
ber of heavier ions [25]. TDCC calculations were computed
for all partial waves up to L=9, and “topped-up” with
distorted-wave calculations for higher partial waves. A Fou-
rier transform method [27] is used to extract ionization cross
sections for multiple incident electron energies for only a
single time propagation of the Schrodinger equation. A very
similar previous TDCC calculation for ionization from the
ground configuration of Si**, made for three selected energy
points [26], is in very good agreement with our current cal-
culations.

III. RESULTS AND DISCUSSION

In this section, we present a small sample of our calcula-
tions, which are compared to experiment or previous calcu-
lations where available. We draw most of our examples from
the Si isonuclear sequence, due to the availability of experi-
mental measurements for many of the Si ions, and also be-
cause of the lack of measurements available for Cl. Compari-
sons of Ar ionization cross sections with available
experiment were recently published [5] and so we present
just one example from this isonuclear sequence. The com-
plete set of our excitation and ionization cross sections will
be tabulated in the atomic databases operated by the Interna-
tional Atomic Energy Agency (IAEA) [28] and the Oak
Ridge National Laboratory’s (ORNL) atomic data center [29]
for convenient use by the plasma modeling community.

In Fig. 1 we present excitation collision strengths for the
2522p 2P, —252p* *Ds), transition in B-like Si, Cl, and Ar.
Relativistic distorted-wave calculations have previously been
made for many isoelectronic sequences by the Sampson
group and here we have compared with the calculations of
Ref. [30]. In general, good agreement is found between the
two sets of calculations. We also performed a subsequent
calculation that included mixing only between states that
arise from the three n=2 configurations 2s*2p, 2s2p?, and
2p?, as was done in Ref. [30], to assess the accuracy of the
present calculations. The closer agreement found between
this test calculation and the calculations of Ref. [30] indi-
cates that the differences between our current calculations
and the calculations of Ref. [30] are due to configuration-
interaction effects. Relativistic effects (beyond the semirela-
tivistic terms included in the current calculations) appear to
play a minor role for these mid-Z elements. We consider our
current calculations to be more accurate than those of Ref.
[30] since we have included more levels and correspondingly
more detailed configuration interaction. We also emphasize
at this point that these perturbative calculations for excitation
do not include any resonances which may be commonly
found in excitation cross sections [6]. Such resonance con-
tributions can sometimes dominate the cross section, but an
accurate treatment of such processes is only usually available
with large-scale nonperturbative treatments, such as the
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FIG. 1. (Color online) Collision strengths for the

25%2p 2P )5-252p? 2Ds, transition in three B-like ions: Si%*, CI'2*,
and Ar'**. We compare the present calculations with the results of
Zhang and Sampson [30] and a test three-configuration calculation.
See text for details.

R-matrix approach [6], which require significantly larger
computational resources. However, the plasma kinetics mod-
eling efforts at Los Alamos [31] typically include excitation
cross sections between all possible levels, including doubly
excited autoionizing levels. With this approach, the effect of
resonances is automatically taken into account in the so-
called isolated resonance approximation [18]. The use of
R-matrix excitation data in this framework leads to a double
counting of the resonance contribution. We therefore com-
pute only nonresonant excitation cross sections to be consis-
tent with the intended modeling application.

We now turn to a comparison of our ionization cross sec-
tions with results from other work. In Fig. 2 we present
electron-impact ionization cross sections for neutral Si. We
added the direct ionization contribution from the 3s and 3p
subshells in order to compare with the measurements of Fre-
und et al. [11] and binary-encounter-Bethe (BEB) calcula-
tions [32]. Our distorted-wave calculations are in good
agreement with experiment in the threshold region, but over-
estimate the peak of the cross section by more than 50%. The
BEB calculations are slightly lower than experiment, but
only by around 10% or so. Another recent calculation [33]
(not shown), made using a variant of the Born approximation
to compute the ionization amplitude, was reported to be in
reasonable agreement with the measurements of Freund et al.
[11]. The overestimation by distorted-wave calculations of
the ionization cross sections for neutral systems is not unex-
pected and has been observed for many other systems such
as H [25] and He [34]. The overestimation arises from the
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FIG. 2. (Color online) Electron-impact ionization cross sections
for neutral Si. The partial cross sections from the 3s and 3p sub-
shells of the ground 3s%3p? configuration have been summed to
compare with experiment. We compare our present distorted-wave
calculations (DW) with the experimental measurements of Freund
et al. [11] and binary-encounter-Bethe (BEB) calculations of Stone
and Kim [32].

perturbative treatment of the electron-electron interaction be-
tween the outgoing electrons, which plays an important role
in ionization from neutral systems.

In Fig. 3 we compare distorted-wave calculations of the
ionization of Si** with experiment [12]. In the crossed beam
experiment, the metastable (3s3p >P) component of the Si**
ion beam was unknown, and so we present calculations from
both the ground 3s”> (upper part) and first excited 3s3p
(lower part) configurations of Si’*, and compare both with
the measurements of Ref. [12]. The distorted-wave calcula-
tions are in reasonable agreement with the measurements,
and also in good agreement with previous distorted-wave
calculations presented in Ref. [12]. However, it is difficult to
draw a conclusion as to the accuracy of the distorted-wave
calculations by comparison to experiment without knowing
the metastable fraction of the ion beam. To assess the accu-
racy of the distorted-wave approach for this twice-ionized
system, we also performed TDCC calculations from both the
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FIG. 3. (Color online) Electron-impact ionization cross sections
for Si?* from the ground 3s” and excited 3s3p configurations. In
both cases, we compare our present distorted-wave calculations
(DW) and time-dependent close-coupling (TDCC) calculations with
the experimental measurements of Djuri¢ ef al. [12].
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FIG. 4. (Color online) Electron-impact ionization cross sections
for Si** from the ground 3s configuration. We compare our present
distorted-wave calculations (DW) and time-dependent close-
coupling (TDCC) calculations with the experimental measurements
of Crandall et al. [13].

ground and first excited configurations, as previously de-
scribed. The TDCC calculations are lower than the distorted-
wave calculations by around 10—15 % near the peak of the
cross section, and perhaps in better agreement with experi-
ment over a broader range of energies. At higher electron
energies, the distorted-wave calculations are in better agree-
ment with the TDCC calculations from the ground configu-
ration, but disagreement for the 3s3p data persists. The latter
behavior can possibly be explained by previous work which
demonstrated that distorted-wave approaches become less
accurate for more highly excited systems [35].

At around 120 eV an increase in the experimental ioniza-
tion cross section is observed, which arises from contribu-
tions from the two-step process of excitation autoionization
(i.e., inner-shell excitation followed by autoionization). In
this case the contributions are mainly from autoionization
from the excited 25*2p33s°nl configurations. Although it is
possible to use distorted-wave methods to compute the
excitation-autoionization contribution, we chose not to show
it explicitly here, due to the issue of double counting men-
tioned previously. Since excitation to autoionizing states is
considered explicitly in the isolated resonance approxima-
tion, the contribution of excitation autoionization to colli-
sional ionization is included automatically. We also note that
the threshold for direct ionization from the 2p subshell of
Si** (not included in our calculations) is around 130 eV, and
so may also contribute to the experimentally measured ion-
ization cross section above this energy.

In Fig. 4 we show a comparison of our distorted-wave
calculations of ionization of Si** with the experimental mea-
surements of Ref. [13]. In this case the influence of meta-
stable components in the ion beam was determined to be
much less than in the Si** experiment. The agreement be-
tween the distorted-wave calculations and experiment is
quite good. A further check on the accuracy of these calcu-
lations is also made by performing TDCC calculations from
the ground configuration. The TDCC calculations are around
10% lower than the distorted-wave calculations, but both are
within the error bars of experiment. The current TDCC cal-
culations are in excellent agreement with previous TDCC
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FIG. 5. (Color online) Electron-impact ionization cross sections
for Si’*. The partial cross sections from the 25 and 2p subshells of
the ground 2s?2p> configuration have been summed to compare
with experiment. We compare our present distorted-wave calcula-
tions (DW) with the measurements of Zeijlmans van Emmichoven
et al. [15].

calculations made for three low impact energies [26], which
were shown to be in good agreement with convergent close-
coupling and R-matrix pseudostate calculations. As in the
previous case of Si’*, a large excitation-autoionization con-
tribution to the total ionization cross section is observed
above 100 eV. Previous work has examined the excitation-
autoionization contribution to this cross section using
distorted-wave methods [36].

In Fig. 5 we present distorted-wave calculations of ioniza-
tion cross sections for Si’*, which are compared to the ex-
perimental measurements of Ref. [15]. We added the direct
ionization contribution from the 2s and 2p subshells in order
to compare with experiment. For this highly ionized case, the
distorted-wave calculations are in very good agreement with
experiment over the entire energy range. This behavior is
consistent with previous findings that, in highly ionized sys-
tems where the nuclear Coulomb potential dominates over
the electron-electron interaction, distorted-wave approaches
are appropriate.

Finally, as an example of our ionization cross sections for
Cl and Ar, we present in Fig. 6 ionization cross sections for
CI?* and Ar**, which are isoelectronic with neutral Si. For
CI** there are no experimental measurements with which to
compare, but for Ar** we can compare with the measure-
ments of Miiller et al. [37] and Zhang er al. [38]. The agree-
ment of our calculations of the direct ionization cross sec-
tions (where we have summed the contributions of partial
ionization from the 3s and 3p subshells) with experiment is
good. It appears that, as expected, the distorted-wave ap-
proach is more accurate for these more ionized species than
for the neutral Si atom, as shown in Fig. 2. Similar agree-
ment between distorted-wave calculations and experiment
was also demonstrated for Ar** by Loch et al. [5], where
further comparisons of distorted-wave calculations with ion-
ization measurements of other Ar ions were presented.
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FIG. 6. (Color online) Electron-impact ionization cross sections
for CI>* and Ar**. The partial cross sections from the 3s and 3p
subshells of the ground 3s*3p? configuration have been summed to
compare with experiment. We compare our present distorted-wave
calculations (DW) with the measurements of Miiller er al. [37] and
Zhang et al. [38].

IV. CONCLUSIONS

In this paper we have presented excitation and ionization
cross sections calculated using first-order many-body pertur-
bation and distorted-wave approaches for all ions in the Si,
Cl, and Ar isonuclear sequences. We have made a compari-
son of a subset of our results with experiment and with pre-
vious calculations. The comparison of our distorted-wave
calculations with experiment and other calculations allows
an estimate of the accuracy of our calculations to be deter-
mined. For ionization of Si?* and Si**, our distorted-wave
calculations are within 20% of TDCC calculations. TDCC
calculations for one or two electrons outside a closed shell
have been previously found to be quite accurate in compari-
son with other nonperturbative calculations [25]. Good
agreement between TDCC calculations and experiment has
also been found for ionization of H [25] and He [34]. Based
on these findings, and by considering the agreement shown
in Figs. 3 and 4, we tentatively estimate that the distorted-
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wave calculations for systems which are twice or more ion-
ized are accurate to approximately 20%. We do caution
though that this accuracy decreases as one considers ioniza-
tion from excited configurations [35]. For neutral and once
ionized systems, distorted-wave calculations appear to sig-
nificantly overestimate the ionization cross sections, as dem-
onstrated by comparison of our calculations for neutral Si
with experiment and with BEB calculations. BEB calcula-
tions have previously been shown to be quite accurate for
neutral systems, but have not been extended to treat ioniza-
tion from ions. Therefore the distorted-wave ionization cross
sections for neutral and near-neutral systems should only be
regarded as accurate to approximately 50%. Although this
level of agreement is far from ideal, very few accurate ion-
ization cross sections from heavy neutral targets have been
produced by nonperturbative calculations, for a wide range
of impact energies. This issue is currently an outstanding
problem in atomic collision physics and the focus of much
effort [39].

It is more difficult to assess the accuracy of our excitation
calculations, as there are few experiments against which
comparisons can be made. We have demonstrated that our
calculations are consistent with, and possibly more accurate
than, previous relativistic-distorted-wave calculations for the
highly ionized ions considered in the present work. For sys-
tems which are neutral or near-neutral, the accuracy of our
approach is expected to decrease, due to the perturbative
treatment of the electron-electron interaction.

Finally, we emphasize that our excitation and ionization
calculations presented here form a complete data set of
distorted-wave collisional data, and were made in a consis-
tent manner with respect to the number of configurations
included for each ion stage and the type of calculations per-
formed. Thus, the resulting data, which will be archived in
several international atomic data centers, should be quite
suitable for use in kinetics modeling efforts.
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