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In this paper a class of model suitable for application to collision-sequence interference is studied. In these
models it is assumed that the intervals between collisions are constant rather than exponentially distributed, as
would be true if the collision times formed a Poisson process. The model may be two dimensional or three
dimensional. Velocities are assumed to be completely randomized in each collision. The distribution of veloci-
ties is assumed to be Gaussian, though use is not always made of that fact. As applied to vector collisional
interference the models allow the evaluation of the effects of windowing, which is of importance for N-body
simulation of more physically accurate models. They also lead to estimation of the effects of infilling of the
interference dip following from deviations of the induced dipole moment from the intermolecular force. As
applied to scalar collisional interference the models show the existence of a hitherto unknown �albeit weak�
correlation between immediately successive collisions. An extension to the models, in which the magnitude of
the induced dipole moment is equal to an arbitrary power or sum of powers of the intermolecular force, allows
estimates of the infilling of the interference dip by the disproportionality of the induced dipole moment and
force. One particular such model leads to the most realistic estimate for the infilling yet obtained.
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I. INTRODUCTION

Spectra resulting from dipole moments induced in mo-
lecular collisions typically have the form of broad bands with
widths determined by the durations of those collisions �1�.
However, these broad bands often exhibit narrow features,
which result from the coherence or correlation of induced
dipole moments extending over several or many successive
collisions. The most conspicuous such features are the vector
intercollisional interference dips found in the fundamental
bands of H2-X spectra and in the pure translational bands of
mixtures of rare gas atoms �2�. Also well known are scalar
collisional interference features found in the R and P transi-
tions in the fundamental bands of HD-X spectra �3–5� and
the corresponding R transitions in the pure rotational spectra
�6,7�. The term “vector intercollisional interference” refers to
the fact that an internal H2 scalar transition operator is modu-
lated by a vector function of intermolecular displacement.
Thus only a Q branch is observed, with the intercollisional
dynamics being those which describe the vector property �in-
termolecular force, to a good approximation� of the external
coordinates. The “scalar interference” contribution to the R
and P transitions is actually a combination, based upon two
effects: an interference between the scalar-modulated inter-
nal dipole induced in collisions and the small permanent di-
pole allowed through a breakdown of the Born-Oppenheimer
approximation in the mass-asymmetric HD molecule; and an
interference between successive scalar-modulated collision-
ally induced internal dipole transition moments. The desig-
nation “scalar collisional interference” refers to the scalar
nature of functions of intermolecular separation �which re-
semble the intermolecular energy function� that modulate the
internal dipole. The collision dynamics of importance are

those that influence these functions as the HD molecule ex-
periences them throughout collision sequences. The internal
dipole then contributes to �J= �1 transitions, and can inter-
fere with any other scalarly modulated internal transition op-
erator having dipole symmetry, including the permanent di-
pole itself.

Finally, a related, though weaker phenomenon was pre-
dicted �8� and observed �9� in collision-induced light scatter-
ing. It arises through coherence extending over several col-
lisions in the polarization anisotropy transition amplitudes.
This represents a vector-modulated internal second rank ten-
sor transition. In the past it has been labeled “tensor intercol-
lisional interference” which is by more modern terminology
somewhat of a misnomer. For simplicity, however, we will
continue to use its historic name. Curiously, tensor intercol-
lisional interference leads to interference maxima, as op-
posed to the dips associated with the vector intercollisional Q
branch absorption.

These collision sequence interference effects are thor-
oughly discussed, and their forms at low densities are found,
in Ref. �10�. In this paper we study a class of elementary
stochastic models for the scalar and vector interference ef-
fects. While these models are simple, the first allows the
study of numerical methods such as windowing; and the sec-
ond allows the demonstration of a correlation effect which
has hitherto escaped notice.

II. A CLASS OF MODEL FOR VECTOR INTERFERENCE

At sufficiently low densities and for the study of interfer-
ence phenomena collisions can be assumed to be instanta-
neous; the dipole moment induced in one atom or molecule
by interaction with a bath of dissimilar atoms or molecules
can be represented as*court@physics.mun.ca
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��t� = �
k

�k��t − tk� , �1�

where binary collision k occurs at time tk and the dipole
moment induced in collision k is �k. For the interference
dips in Q branches the quantity � j is parallel to and approxi-
mately proportional in magnitude to the impulse �integrated
force� fk experienced by a molecule in the collision. Our
models will be expressed in terms of these impulses fk. In
general the times tk approximate to a Poisson process; how-
ever, in the present models the particle collisions are sup-
posed to occur at equispaced times. These equispaced colli-
sion times can be scaled to be integers, i.e., to lie in Z+. We
will usually index the collisions with k and k�. Then, with
appropriate scaling of time, the induced dipole moment as a
function of time can be expressed as

��t� = �
k�Z+

�k��t − k� �2�

instead of Eq. �1�. For purposes of analysis we will mainly
consider finite random walks with collision times tk=k
=0,1 , . . . ,N−1, and N will usually be taken to be a power
of 2.

The positions of the particle at the successive collisions k,
k+1 are xk and xk+1. The velocities before collisions k and
k+1 are vk and vk+1, respectively. The impulse suffered by
the particle in collision k is given by fk=vk+1−vk; the particle
mass is scaled to be 1. The integrated induced dipole mo-
ment �k is approximately proportional to the impulse fk, and
for the purposes of the model we will assume initially that
the two are equal. This assumption is relaxed in Sec. V.

In the two-dimensional version of the model xk and vk
and fk are real two-dimensional vectors. The velocity vk
= �vk ,�k� in polar coordinates, and the polar angle �k is as-
sumed to be uniformly distributed in �0,2��. It is assumed
that the velocity before a collision and that after a collision
are uncorrelated: vk and vk+1 are assumed to be statistically
independent. The persistence of velocity as used in the ki-
netic theory of gases �11� and the slightly different form used
in the study of intercollisional interference �2,12� then is
zero. This is a good approximation for a light molecule col-
liding with a massive one, and a reasonable approximation
for collisions between molecules of equal mass, though it
fails for mixtures such as H2-Ar if the Ar velocities are fol-
lowed.

In consequence of the assumptions made above we have

�vi · v j� = �v2��ij . �3�

In the three-dimensional version of the model the velocity
vk= �vk ,�k ,�k�, and the polar angles 	k���k ,�k� are as-
sumed to be uniformly distributed over the unit sphere. Once
again Eq. �3� is obtained.

The impulse train

fk = vk+1 − vk �4�

has the discrete Fourier transform

a
 = �
k=0

N−1

W
kfk with 
 = 0,1, . . . ,N − 1 and W = e2��/N.

�5�

Then the unaveraged periodogram is

S

N =

1

N
a
 · a


� =
1

N
�
k,k�

W
k−
k�fk · fk�. �6�

It is well known that S

N does not converge in probability as

N→�.
We define the power spectrum of the model intermolecu-

lar force to be

S
 �
1

N
�	a
	2� . �7�

Now by Eq. �3�

�fk · fk+2� = ��vk+1 − vk� · �vk+3 − vk+2�� = 0, �8a�

�fk · fk+1� = ��vk+1 − vk� · �vk+2 − vk+1��

= − �vk+1 · vk+1� = − �v2� , �8b�

�fk · fk� = ��vk+1 − vk� · �vk+1 − vk�� = 2�v2� . �8c�

Using these relationships in Eq. �7� we obtain

S
 =
1

N
�	a
	2� =

1

N
�
k=0

N−1

�fk · fk� + �
k=0

N−2

W−
�fk · fk+1�

+ �
k=1

N−1

W
�fk · fk−1�� , �9a�

=�fk · fk��1 + 2
�N − 1�

N

�fk · fk+1�
�fk · fk�

cos
2�


N
 , �9b�

=2�v2�
1 −
N − 1

N
cos

2�


N
�, 
 � �0,N − 1� .

�9c�

The interference dip about 
=0 does not go precisely to zero
for finite N, but rather to

min S = S0 =
2

N
�v2� �10�

while the maximum is given by

max S = SN/2 = 4�1 −
1

2N
�v2� . �11�

The ratio is

min S

max S
=

S0

SN/2
=

1

2N − 1
. �12�

This same behavior with increasing N is shown in somewhat
more complex form in computer simulations �13,14� of the
vector interference effect using realistic induced dipole mo-
ments and intermolecular forces.
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If the autocorrelation function of the induced dipole mo-
ment �and force� is defined as the discrete Fourier transform
�DFT� of the power spectrum, that is,

Cl �
1

N
�



W
lS
 �13�

then it follows from Eq. �6� that

Cl =
1

N2 �
k,k�

�



W
�l+k−k���fk · fk�� . �14�

A modified Kronecker delta function �ij can be defined by
the conditions

�ij = 
1 if i = j mod N,

0 otherwise.
� �15�

Using this definition we find that

�

=0

N−1

W
�i−j� = �ij

whence Eq. �14� yields

Cl =
1

N
�
k,k�

�l,k�−k�fk · fk�� =
1

N
�

k

�fk · fk+lmodN�

or

Cl = �f0 · fl�, l = 0,1, . . . ,N − 1 �16�

as the process is stationary. It can readily be shown from Eq.
�13� that

Sk = �
l=0

N−1

W−klCl. �17�

A. Diffusive motion in the model

The diffusion equation for the probability density P�x�
governing the position of a particle is given by

�P�x�
�t

= D�2P�x�

from which it follows that

��x�t� − x�0��2� = 2dDt ,

where d is the dimensionality of the model. Hence

�xk
2� =���

l=0

k−1

vl2� = k�vl
2�

so that the diffusion coefficient is given by

D =
�v2�
2d

.

B. Effects of windowing on time series of finite length

One of the useful aspects of our model is that it allows the
analytic evaluation of the effects of windowing �18� the data.

One of the simplest windows is that of Hann, in which the
time series fk is multiplied by the window function wk=1
−cos�2�k /N�. A factor of 1/2 is usually included in wk but
we suppress it for computational convenience. We write

ã
 = �
k=0

N−1

W
kwkfk. �18�

The normalization coefficient for the windowed power spec-
trum is

w̃ss = �
k=0

N−1

wk
2 =

3

2
N .

The windowed but unaveraged periodogram is given by

S̃

N =

1

Wss
ã
 · ã


� . �19�

Substitution of Eq. �18� into Eq. �19� yields, after averaging,

�	ã
	2� = �
k=0

N−1

�fk · fk�wk
2 + �

k=0

N−2

W−
�fk · fk+1�wkwk+1

+ �
k=1

N−1

W
�fk · fk−1�wkwk−1 �20a�

=2�v2�
�
k=0

N−1

wk
2 − cos

2�


N
�
k=0

N−2

wkwk+1� . �20b�

It can be shown that

wkwk+1 = �
k=0

N−2 �1 − cos
2�k

N
�1 − cos

2��k + 1�
N


=

3N

2
−

N

2
�1 − cos

2�

N
 .

Hence the “Hanned” spectrum becomes

S̃
 =
2

3N
2�v2�
3N

2
− cos

2�


N
�3N

2
−

N

2
�1 − cos

2�

N
��

= 2�v2�
1 − cos
2�


N
�1 −

1

3
�1 − cos

2�

N
�� . �21�

The minimum of the windowed spectrum thus is given by

S̃0 =
2

3
�v2��1 − cos

2�

N
 = �v2��4�2

3N2 + O�N−4� �22�

which can be compared with Eq. �10�, which gives the mini-
mum without windowing. The spectral maximum is given by

max S̃ = S̃N/2 = 4�v2�
1 −
1

6
�1 − cos

2�

N
�

= 4�v2�
1 −
�2

3N2 + O�N−4�� �23�

which can be compared with Eq. �11�. Finally,
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min S̃

max S̃
=

S̃0

S̃N/2

=
�2

3N2 + O�N−4� �24�

which can be compared with Eq. �12�. It is evident from
these comparisons that “Hanning” the data improves the es-
timation of the minimum, the maximum, and the ratio of
minimum to maximum by a factor of order N−1. In typical
molecular dynamics studies of vector intercollisional inter-
ference �13,14� N is of the order of 105 or greater so “Han-
ning” the data very significantly improves the accuracy of a
spectrum obtained by molecular dynamics in the vicinity of
an interference dip.

III. SCALAR INTERFERENCE

For the pure scalar interference effect, with the contribu-
tions from the allowed weak dipole neglected, we have

�t� = �
k�Z

k��t − k� �25�

with, as a first approximation,

k = fk = 	fk	 . �26�

The relevant induced dipole moment is discussed in detail in
Ref. �3�. The Fourier transform of �t� is given by

a
 = �
k=0

N−1

W
kfk. �27�

Then the averaged periodogram is given by

S

N =

1

N
�	a
	2� . �28�

We have

�	a
	2� = �
k=0

N−1

�
k�=0

N−1

W
�k−k���fkfk�� . �29�

Now fk= 	fk	= 	vk+1−vk	 so that �fkfk��= �fk�2 unless k=k� or
k=k��1. Hence,

�	a
	2� = �f�2�
k=0

N−1

�
k�=0

N−1

W
�k−k�� + �
k=0

N−1

��f2� − �f�2�

+ �
k=0

N−2

W−
��fkfk+1� − �f�2� + �
k=1

N−1

W
��fkfk−1� − �f�2� ,

�30a�

=N2�f�2�
,0 + N var f + �N − 1�e−2��
/N cov�fk, fk+1�

+ �N − 1�e2��
/N cov�fk, fk−1� , �30b�

or

S

N = N�f�2�
,0 + var f + 2�1 −

1

N
cos

2�


N
cov�fk, fk+1� .

�31�

The first term gives the positive collisional interference peak.
The second term gives the constant background. If the actual

duration of the induced dipole moment pulses were included,
this term would give the broad peak characteristic of
collision-induced spectra. The third term is the most interest-
ing, as it expresses the effect of the correlation in force be-
tween successive collisions. The existence of this correlation
had not been suspected prior to this present work.

A. Evaluation of Šf2
‹ and Šfkfk+1‹ in three dimensions

In three dimensions fk
n�	vk+1−vk	n can be expanded in

spherical harmonics �15,16� as

fk
n � 	vk+1 − vk	n

= 4��
l=0

�

�
m=−l

l
1

2l + 1
al

n�vk+1,vk�Ylm�	k+1�Ylm
� �	k� ,

�32�

where expressions for the coefficients al
n are given in pp.

166–167 of Ref. �16�. One such expression for al
n is

al
n�r1,r2� =

�−
n

2


l

�1

2


l

r2
n� r1

r2
l

2F1�l −
n

2
,−

1

2
−

n

2
;l +

3

2
;
r1

2

r2
2 ,

r1 � r2. �33�

Averaging Eq. �32� over 	k and 	k+1 yields

�fn� = �a0
n�vk+1,vk�� . �34�

Hence

�f�2 = �a0
1�vk+1,vk��2 �35�

and

var f = �a0
2�vk+1,vk�� − �a0

1�vk+1,vk��2. �36�

Assuming that the velocities obey Gaussian distributions
with unit variance, i.e.,

P�v� =
1

�2��3/2e−�1/2�v2
,

then using numerical integration it is found that

�a0
2�vk+1,vk�� = 6, �37a�

�a0
1�vk+1,vk�� = 2.256758, �37b�

and

var f = 0.90704. �38�

For the cross term we have
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fkfk+1 = �4��2�
l,m

�
l�,m�

� 1

2l + 1


�� 1

2l� + 1
al�

1 �vk+2,vk+1�al
1�vk+1,vk�

� Yl�m��	k+2�Yl�m�
� �	k+1�Ylm�	k+1�Ylm

� �	k�

�39�

from which it follows that

�fkfk+1� = �4��2 1

�4��2 ��4��2�a0
1�vk+2,vk+1�a0

1�vk+1,vk�

�Y00
� �	k+1�Y00�	k+1��

= �a0
1�vk+2,vk+1�a0

1�vk+1,vk�� �40�

whence

cov�fk, fk+1� = �a0
1�vk+2,vk+1�a0

1�vk+1,vk�� − �a0
1�vk+1,vk��2.

�41�

Integrating the above numerically yields

�a0
1�vk+2,vk+1�a0

1�vk+1,vk�� = 5.307973 �42�

which gives, finally,

cov�fk, fk+1� = 0.21502. �43�

The moments of f require the evaluation of two–dimensional
integrals of not particularly simple form, as can be seen from
Eq. �34�, while evaluation of �fkfk+1� requires a three-
dimensional integral, over the speeds vk+2, vk+1, vk.

The nonvanishing covariance of fk and fk+1 comes from
the fact that fk and fk+1 share the common velocity vk+1, or
more accurately the common speed vk+1. If vk+1 is well
above its mean value then on average both fk= 	vk+1−vk	 and
fk+1= 	vk+2−vk+1	 will be larger than their means, and simi-
larly if vk+1 is smaller than its mean value then fk and fk+1
will tend to be small. The nonvanishing of cov�fk , fk+1� is an
effect of varying particle speed: for a constant-speed velocity
distribution cov�fk , fk+1�=0. To see this we note that if vk
=v=const ∀k then Eq. �41� reduces to

cov�fk, fk+1� = �a0
1�vk+2,vk+1�a0

1�vk+1,vk�� − �a0
1�vk+1,vk��2

= a0
1�v,v�a0

1�v,v� − a0
1�v,v�2 = 0. �44�

Thus collision processes which randomize direction but not
speed will give a nonzero correlation between fk and fk+1.
The correlation should be smaller for collisions between, say,
HD and Ar or Xe, which will randomize the direction of the
HD but not its speed, than for HD-He collisions, which par-
tially randomize both direction and speed.

It is noteworthy that the form of the scalar spectrum de-
pends on the distribution of velocities though the form of the
vector spectrum does not. The variance in the vector spec-
trum does, however, depend on the distribution of velocities.

B. Evaluation of Šf2
‹ and Šfkfk+1‹ in two dimensions

To evaluate terms of the form �fkfk��, we set 0=�k
=�k+1=�k�=�k�+1 in Eq. �32� and use the addition theorem
for spherical harmonics to obtain

fk
nfk�

n� � 	vk+1 − vk	n	vk�+1 − vk�	
n�

= �
l=0

�

�
l�=0

�

al
n�vk+1,vk�al�

n��vk�+1,vk��

�Pl„cos��k+1 − �k�…Pl�„cos��k�+1 − �k��… . �45�

This yields

�fk
nfk�

n�� = �
l=0

�

�al
n�vk+1,vk�al�

n��vk�+1,vk���

��Pl„cos��k+1 − �k�…Pl�„cos��k�+1 − �k��…� .

�46�

Because, in two dimensions,

�Pl„cos�x�…� =
1

2�
�

0

2�

Pl�cos x�dx � 0 for even l

and more generally �Pl(cos��k+1−�k�)Pl�(cos��k�+1−�k��)�
�0 for an infinite number of l , l� the series �46� in two
dimensions will not terminate. A more tractable approach to

the evaluation of �fk
nfk�

n��, specific to Gaussian velocity distri-
butions, is set forth in the following section. It is easily seen
from the expression �fkfk+1�= �	vk+1−vk		vk+2−vk+1	� that, for
a constant-speed distribution, �fkfk+1�= �fk��fk+1� and hence
cov fkfk+1=0 as we had previously found to be the case in
three dimensions.

C. Evaluation of Šf2
‹ and Šfkfk+1‹ for Gaussian distribution

of velocities in two dimensions

If the distribution of velocities is taken to be Gaussian
with unit variance, then in two dimensions the probability
density for v is given by

P�v� =
1

2�
e−�1/2�v2

.

Hence

�fn� =
1

4�2� d2vd2v�e−�1/2��v2+v�2�	v − v�	n.

This expression can be evaluated using the variables u=v
−v� and U= 1

2 �v+v��. Clearly v2+v�2= 1
2u2+2U2. The Jaco-

bian of the transformation is unity. Hence
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�fn� =
1

4�2� d2ud2U e−�1/4�u2−U2
un

= ��
0

�

dU Ue−U2��
0

�

due−�1/4�u2
un+1

= 2n�
0

�

dw e−wwn/2 = 2n��n

2
+ 1 . �47�

In particular

�f� = 2��3

2
 = ��1

2
 = �� and �f2� = 4. �48�

Then

var f = 4 − � = 0.85841. �49�

For the cross term we have

�fkfk+1� =
1

8�3� d2vd2v�d2v�e−1/2�v2+v�2+v��2�	v − v�		v� − v�	 .

�50�

We set u=v−v� and u�=v�−v� and U= 1
2 �v+v�+v�� so that

� v
v�

v�
� =�

2

3
u +

1

3
u� +

2

3
U

−
1

3
u +

1

3
u� +

2

3
U

−
1

3
u −

2

3
u� +

2

3
U
� �51�

and

1

2
�v2 + v�2 + v�2� =

1

3
u2 +

1

3
u · u� +

1

3
u�2 +

2

3
U2. �52�

The Jacobian of the transformation is

�
2

3

1

3

2

3

−
1

3

1

3

2

3

−
1

3
−

2

3

2

3

� =
2

3
.

Then

�fkfk+1�

=
1

18�3� d2ud2u�d2Ue−��1/3�u2+�1/3�u·u�+�1/3�u�2+�2/3�U2�uu�

=
9

2�
�

0

�

du�
0

�

du��
0

2�

d�u2u�2

�exp�− �u2 + uu� cos � + u�2�� , �53�

where �= �u ,u�. Using the Rayleigh expansion

ez cos � = I0�z� + 2�
k=1

�

Ik�z�cos�k��

in Eq. �53� yields

�fkfk+1� = 9�
0

�

du�
0

�

du�u2u�2 exp�− u2 − u�2�I0�uu��

= 3.3412. �54�

Hence the covariance of fk and fk+1 is given by

cov�fk, fk+1� = 3.3412 − � = 0.19957. �55�

The covariance of fk and fk+1 thus is about one-quarter of the
variance in fk.

The above result can also be recovered analytically. We
have

�fkfk+1� = 9�
0

�

du�
0

�

du�u2u�2exp�− u2 − u�2�I0�uu��

= 9�
k=0

� �1

2
2k

��k + 1�k!
�

0

�

du�
0

�

du�u2+2k�u��2+2k

�exp�− u2 − u�2� =
9

4�
k=0

� �1

2
2k

��k +
3

2
2

��k + 1�k!

=

9��3

2
2

4��1� �
k=0

� �3

2


k

2

�1�kk!
�1

4
k

or

�fkfk+1� =
9�

16 2F1�3

2
,
3

2
;1;

1

4
 �56�

and this, in turn, gives

�fkfk+1� = 3.34122

in agreement with Eq. �54� above.
The positivity of the spectrum in Eq. �31� necessitates that

var f � 2	cov�fk, fk+1�	 . �57�

It is apparent from Eqs. �49� and �55� that this inequality is
satisfied in two dimensions, and from Eqs. �38� and �43� that
it is satisfied in three dimensions.

The two-dimensional spectrum for N=512 is shown in
Figs. 1 and 2. Figure 1 shows theory and simulation, aver-
aged over 100 repetitions, over the whole spectral range,
while Fig. 2 shows the region around the peak only. The dip
which is evident around 
=256 is due to a third correlation
term 2�1−1 /N�cos�2�
 /N�cov�fk , fk+1� in Eq. �31�.

IV. THE ALLOWED COMPONENT

In the absence of shifting and broadening mechanisms the
inclusion of the allowed part of the transition in the dipole
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moment can be represented by adding a constant to Eq. �25�
giving

�t� = A + �
k�Z

k��t − k� �58�

with k= fk= 	fk	 as above. The Fourier transform of �t� is
given by

a
 = NA�
0 + �
k=0

N−1

W
kfk. �59�

The averaged periodogram is, as above, given by

S

N =

1

N
�	a
	2�

so that

�	a
	2� = N2A2�
0 + NA�
0�
k=0

N−1

�W
k + W−
k��fk�

+ �
k=0

N−1

�
k�=0

N−1

W
�k−k���fkfk�� = N2A2�
0 + 2N2A�f��
0

+ �
k=0

N−1

�
k�=0

N−1

W
�k−k���fkfk�� . �60�

As above, �fkfk��= �fk�2 unless k=k� or k=k��1, with the
same consequences as above. Hence

�	a
	2� = N2A2�
0 + 2N2A�f��
0 + N2�f�2�
,0 + N var f

+ �N − 1�e−2��
/N cov�fk, fk+1�

+ �N − 1�e2��
/N cov�fk, fk−1�

or

S

N = N�A2 + 2A�f� + �f�2��
,0 + var f

+ 2�1 −
1

N
cos

2�


N
cov�fk, fk+1� . �61�

Only the peak at 
=0 is altered by the addition of the con-
stant term to the train of induced dipole moment pulses. Be-
cause both A and k have been assumed to be real, the well-
known interference �10� between the allowed and the
induced components is not captured by this model.

V. GENERALIZATION OF THE MODEL FOR VECTOR
INTERCOLLISIONAL INTERFERENCE

The dipole moment or transition moment induced in a
collision is not in fact exactly proportional to the intermo-
lecular force; the overlap parts differ in range by about 25%.
The deviation from exact proportionality leads to a partial
infilling of the interference dip, and almost from the begin-
ning of theoretical studies in the subject methods have been
sought to relate the infilling to the differences between the
induced dipole moment and the intermolecular force. In that
context it is interesting to generalize the model for vector
intercollisional interference by taking the induced dipole mo-
ment to be parallel to the intermolecular force, but with mag-
nitude proportional to some nonlinear function of the mag-
nitude of the intermolecular force; specifically, we consider

�k = fk�1 + �fk
�� � ��	vk+1 − vk	��vk+1 − vk� , �62a�

��v� = 1 + �v�, �62b�

where � is some positive constant, and � is a constant which
physically is small with respect to 1. Then the impulse train
of induced dipole moments is ��k�k rather than Eq. �4�, and
its DFT is

a
 = �
k=0

N−1

W
k�k with 
 = 0,1, . . . ,N − 1 �63�

instead of Eq. �5�. The unaveraged periodogram becomes

S

N =

1

N
�
k,k�

W
k−
k��k · �k� �64�

instead of Eq. �6�.
Now as in Eq. �3� vk is uncorrelated with vk� if 	k�−k	

�1, with the consequence that

��k · �k��

= ���	vk+1 − vk	���	vk�+1 − vk�	��vk+1 − vk� · �vk�+1 − vk���

= 0 �65�

for 	k�−k	�1. Using Eq. �65� in Eq. �64� we obtain
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FIG. 1. Two-dimensional spectrum. The simulation results are
shown as dots, while the theoretical spectrum as given by Eq. �31�
is shown in light gray.
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FIG. 2. Two-dimensional spectrum near the origin. The simula-
tion results are shown as dots, while the theoretical spectrum as
given by Eq. �31� is shown as a solid line.
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S
 =
1

N
�	a
	2� , �66a�

=
1

N
�
k=0

N−1

��k · �k� + �
k=0

N−2

W−
��k · �k+1�

+ �
k=1

N−1

W
��k · �k−1�� , �66b�

=��k · �k��1 + 2
�N − 1�

N

��k · �k+1�
��k · �k�

cos
2�


N
 ,


 � �0,N − 1� . �66c�

If we take the limit N→� with 
̃�2�
 /N held constant
then Eq. �66a�–�66c� yields

S
̃ = ��k · �k��1 + 2
��k · �k+1�
��k · �k�

cos 
̃ . �67�

It is evident, therefore, that the spectrum is determined by
the two moments ��k ·�k� and ��k ·�k+1�.

From Eq. �66a�–�66c� the minimum and maximum of the
spectrum S
̃ are given by

max S
̃ = ��k · �k� , �68a�

min S
̃ = ��k · �k� + 2��k · �k+1� . �68b�

The first of these moments is straightforward. We have

��k · �k� = �fk · fk�1 + �fk
��2� = �f2� + 2��f�+2� + �2�f2�+2� .

�69�

For a two-dimensional Gaussian distribution of velocities we
have, from Eq. �47�,

��k · �k� = 4 + �2�+3���

2
+ 2 + �222�+2��� + 2� . �70�

For the case �=1 this gives

��k · �k� = 4 + 21.26945� + 32�2. �71�

The second of the moments is rather more involved. We have

��k · �k+1�

= �fk · fk+1�1 + �fk
���1 + �fk+1

� ��

= ��v − v�� · �v� − v���1 + �	v − v�	���1 + �	v� − v�	��� .

�72�

We set u=v−v� and u�=v�−v� and U= 1
2 �v+v�+v�� as in

Sec. III B and find that

��k · �k+1� = ��u · u���1 + �u���1 + �u���� = �uu� cos ��

+ 2��u�+1u� cos �� + �2�u�+1�u���+1cos ��
�73�

with �= �u ,u�. Introducing the function J defined by

J�,�� � − �u�u���cos �� . �74�

Equation �73� reduces to

��k · �k+1� = − J�1,1� − 2�J�� + 1,1� − �2J�� + 1,� + 1� .

�75�

Extending the treatment of the integration in Eq. �53� above
we obtain

J�,�� = −
1

12�2� d2ud2u�e−�1/3��u2+u·u�+u�2�u�u���cos �

= −
3��+��/2�+1

4�2 � d2ud2u�e−�u2+u·u�+u�2�u�u���cos �

= −
3��+��/2�+1

2�
�

0

�

du�
0

�

du��
0

2�

d�u+1�u���+1

�cos � exp�− �u2 + uu� cos � + u�2�� . �76�

As

ez cos � = I0�z� + 2�
k=1

�

Ik�z�cos�k��

we have

J�,�� = 3��+��/2�+1�
0

�

du�
0

�

du�u+1�u���+1exp�− u2 − u�2�I1�uu��

= 3��+��/2�+1�
k=0

� � 1
2�2k+1

��k + 2�k!
�

0

�

du�
0

�

du�u+2+2k�u���+2+2kexp�− u2 − u�2�

=
3��+��/2�+1

8 �
k=0

� � 1
2�2k��

2 + 3
2 + k��� �

2 + 3
2 + k�

��k + 2�k!

=
3��+��/2�+1��

2 + 3
2��� �

2 + 3
2�

8��2� �
k=0

� �
2 + 3

2�k� �
2 + 3

2�k

�2�kk!
�1

4
k

or
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J�,�� =

3��+��/2�+1��

2
+

3

2
���

2
+

3

2


8

�2F1�

2
+

3

2
,
�

2
+

3

2
;2;

1

4
 . �77�

Clearly

J�1,1� = 2 �78�

and for the case �=1 we obtain

J�2,1� = 3�� = 5.31736 and J�2,2� = 14.5838.

�79�

It can be shown that

J�� + 1,1� = 2�+1���

2
+ 2 �80�

whence

min S
̃ = 2�2�22�+1��� + 2� − J�� + 1,� + 1�� . �81�

For �=1 this yields

min S
̃ = 2�2�16 – 14.5838� = 2.8324�2, �82a�

min S
̃

max
S
̃ = 0.7081�2 + O��4� . �82b�

This is in accord with earlier work ��2� and references
therein� on the infilling of the interference dip in which the
spectral minimum was found to be proportional to an aver-
age of �fkk�− fk�k�2.

The power-law model. A realistic model for the induced
dipole moment in systems such as He-H2 can be obtained
�17� by taking

�k = fkfk
� �83�

with ��−0.25. Then by Eq. �81� we have

min S
̃ = 2�22�+1��� + 2� − J�� + 1,� + 1�� �84�

with J given by Eq. �77�, while from Eqs. �68a�, �68b�, �69�,
and �70� the spectral maximum is given by

max S
̃ = 22�+2��� + 2� . �85�

It can be shown that for small � Eq. �84� yields

min S
̃ = O��2� �86�

and

� min S
̃

max S
̃
�

�=−0.25

= 0.0088399. �87�

Although the infilling of the interference dip because of dis-
similarities �disproportionalities in magnitude� between the
intermolecular force and the induced dipole moment has
been estimated previously �2�, the power model with �=

−0.25 is the most realistic model for which it has been pos-
sible to carry through the calculations.

VI. CONCLUSIONS

In this paper we have developed a class of model for the
study of collision-sequence interference effects in collision-
induced absorption. In these models a single particle is fol-
lowed. Its collisions are supposed to be instantaneous, and to
occur at equally spaced times. Velocities are supposed to be
completely randomized at each collision. It is supposed that
the dipole moment �k or k induced in a collision is propor-
tional to the integrated intermolecular force fk or fk, respec-
tively, or, in Sec. V, a power or sum of powers of the inte-
grated intermolecular force.

An important feature of this class of model is that the
model spectra can be determined analytically, or at worst
reduced to straightforward numerical integrations. Quantita-
tive estimation of interference for records of finite length
have been obtained, which are useful in the context of error
estimation for N-body simulations. We find, for example,
that for vector interference the ratio of interference minimum
to spectral maximum depends on record length N as O�N−1�.
It is also possible to work out exactly the effects of window-
ing procedures, and we find that the principal effect of the
Hann window is to reduce the ratio of interference minimum
to spectral maximum to O�N−2�, which for typical N-body
simulations where record length is O�103� collisions is most
useful.

In the theory of scalar interference, our treatment leads to
a previously unexpected correlation among immediately suc-
cessive induced dipole moment amplitudes. This correlation
depends on the randomization of particle speeds rather than
directions in collisions.

The extension of the induced dipole moment model to
dipole moments which are proportional to an arbitrary power
of the integrated intermolecular force shows that the interfer-
ence dip is partially filled in for any disproportionality be-
tween induced dipole moment and integrated induced dipole
moment. However, for a realistic value of the power the
infilling is slight, being about 1% of spectral maximum.

Most features of the models considered in the present
work can be extended to more realistic models in which the
collision times are Poisson distributed and, for scalar inter-
ference, models in which the dipole moments are complex.
Such extensions are necessary to determine whether the cor-
relation found in the scalar interference effect, and character-
ized by �fkfk+1��0 are of significance in observed spectra in
real spectra. These topics will be examined in a subsequent
paper.
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