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Fine-structure intervals between n=17 Rydberg states of magnesium with 6�L�11 were measured using
the resonant excitation Stark ionization spectroscopy technique. Comparing the measured intervals with the
long-range polarization model determines the dipole and quadrupole polarizabilities of Mg+ to be �1

=35.00�5�a0
3 and �2=222�54�a0

5, respectively.
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I. INTRODUCTION

The interaction between a nonpenetrating high-L Rydberg
electron and a positive ion core with L=0 creates a fine-
structure pattern approximately proportional to the polariz-
ability of the ion core. Measurements of such fine-structure
patterns provide information about the dipole and quadrupole
polarizability of the positive ion core. In order to extract this
information, measurements must be obtained across as wide
a range of L’s as possible, in states where core penetration
can be neglected and nonadiabatic effects are small. The RE-
SIS method provides convenient experimental access to such
states in Rydberg atoms, molecules, and ions �1�. The desired
Rydberg levels are prepared by charge exchange between an
accelerated ion beam and a laser-excited Rydberg target, and
detected by excitation with a Doppler-tuned CO2 laser fol-
lowed by Stark ionization. In the present work, the RESIS
technique was used to detect microwave induced transitions
between n=17 levels of Mg with 6�L�11. The measured
intervals conform closely to the pattern predicted by the
long-range polarization model. Comparison with this model
leads to a precise determination of the dipole polarizability
of Mg+ and the first measurement of that ion’s quadrupole
polarizability.

Nonpenetrating Rydberg states of Mg were first observed
in the solar emission spectrum. Chang and Noyes �2� identi-
fied ten lines obtained with high resolution Fourier transform
spectroscopy as belonging to the �n ,n��= �8,7�, �7,6�, �6,5�,
and �9,7� series, usually with the highest possible values of
L. The identification rested on solar abundances, theoretical
calculations of the dipole polarizability of Mg+, and a simple
polarization model of the intervals. Best agreement with the
observed intervals was obtained if the polarizability, �1, was
taken to be 33.6 a0

3, in acceptable agreement with theoretical
estimates. Later, Lyons and Gallagher measured nf-ng,
nf-ni, and nf-nh intervals in Mg, using stepwise laser exci-
tation and multiphoton microwave spectroscopy �3�. By
analysis of the g-h and h-i intervals, which were assumed to
correspond to nonpenetrating states, they determined �1
=33.8�5�a0

3. More recently, there have been considerable im-
provements both in the theoretical calculations of ion prop-
erties and in the theoretical models that relate observed fine-

structure patterns to the ion polarizability. Relativistic many-
body calculations of properties of atoms and ions with a
single valence electron outside a closed shell have received
special attention because of the connection to parity noncon-
serving interactions in atomic systems, and the resulting need
to use calculated atomic matrix elements at the 0.1% level of
precision to extract information about fundamental interac-
tions from experimental measurements �4,5�. Since Mg+ is
an example of such an ion, measurements of any of its prop-
erties, such as lifetimes and polarizabilities, at or near the
0.1% level, provide valuable tests of these improving calcu-
lations. One area of progress with regard to the theoretical
models of high-L fine-structure patterns is improved under-
standing of the influence of nonadiabatic effects, both on the
fine-structure patterns and on the energy splittings due to
electron spin. These are illustrated in recent studies of
barium Rydberg fine structure �6�. Another development is
appreciation of the influence of higher order terms in the
polarization potential, proportional to r−7 and L�L+1�r−8,
which can significantly alter the apparent slope of the polar-
ization plots, complicating efforts to extract reliable values
of the quadrupole polarizability, �2, from experimental data.
Consideration of these effects altered the value of �2 ex-
tracted from recent measurements in barium by a factor of 2,
giving good agreement with theoretical calculations �6�.
Taken together, these developments motivate improved mea-
surements of fine-structure patterns in magnesium.

II. EXPERIMENT

Observations of fine-structure intervals in the n=17 state
of a magnesium optical transition were obtained by micro-
wave RESIS techniques. The schematic of the apparatus is
shown in Fig. 1 with an exaggerated energy level diagram
below it to show an example of the corresponding selective
laser excitation and microwave transitions that occur in each
interaction region. This is the same apparatus and technique
previously used in measurements of barium �6�. A fast neu-
tral magnesium beam with a population distribution centered
about n=9 and consisting of all possible angular momentum
states was created by single electron capture by a 9.5 keV
Mg+ ion beam from a Rydberg target �7�. The fast ion beam
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was produced in a Colutron model 101 ion source and a
velocity filter was used to select the Mg+ beam. The Rydberg
target is a thermal Rb beam that is stepwise excited by three
New Focus Vortex diode lasers to the 9F/10D state. Depend-
ing on target and beam conditions about 1% neutralization
occurs in the Rydberg target. Upward excitations of the n
=9 high-L states in the neutral beam to the n=17 upper states
are produced by a CO2 laser, operating on the 10R �20� tran-
sition at 975.9304 cm−1, which is Doppler-tuned by chang-
ing the angle of intersection between the laser beam and the
fast Rydberg beam. The transitions needed for this study,
corresponding to excitation from n=9 to n=17 levels with
L=6, 7, 8, and 9 are completely resolved. The detector con-
sists of a Stark ionization region, which ionizes all popula-
tion with n�17, and bends the resulting charged beam onto
a channel electron multiplier. In order to reduce the back-
ground due to initial upper Rydberg state population created
in charge capture, all states with n�15 are Stark ionized and
deflected out of the beam path by a strong electric field im-
mediately following the Rydberg target.

In order to detect microwave transitions between n=17
levels, a microwave region and a second laser region are
added, as in Fig. 1. The first laser region saturates the upward
transition into a specific n=17 level, equalizing the popula-
tions of the �9, L−1� and �17, L� levels. If the microwave
frequency matches the interval separating the �17, L� and
�17, L�1� levels, population will be transferred out of the
�17, L� level, allowing the second laser region, set to the

same Doppler-tuned frequency as the first region, to excite
additional atoms into the �17, L� level. Thus the combination
of the two laser regions and the microwave region excites a
larger number of atoms into the n=17 level when a micro-
wave transition occurs. The measured signal is the Stark ion-
ized ion current synchronous with the 300 Hz amplitude
modulation of the microwave field. It reveals a resonance
peak when a microwave transition in the upper state occurs.
In this study, all transitions were electric-dipole allowed
�L=1 transitions except for one two-photon �L=2 transi-
tion that was used to locate the L=11 level.

The microwave interaction regions used are eccentric co-
axial transmission lines excited by a traveling wave that
propagates either co- or counterpropagating to the Rydberg
beam. The microwave field is produced by a microwave fre-
quency synthesizer. The microwave regions were shielded
from motional fields due to the Earth’s magnetic field by two

TABLE I. Mg n=17 fine-structure intervals.

n=17, L−L� No. of observations �EObs �MHz�

6–7 6 1520.809�15�
7–8 7 669.588�20�
8–9 6 324.044�45�
9–10 5 168.806�42�
*9–11 4 262.223�75�

Microwave
region

n=17

n=9

Mg+ Ion
Source

9F/10D Rb
Target

Microwave
region

FIG. 1. Schematic diagram of microwave RESIS apparatus used for this study. An ion beam is created in a Colutron model-101 ion
source. The ions are then collided with a selectively excited 9F/10D Rb target where some ions capture an electron. States of n=15 and
higher are then Stark ionized in the pre-ionizer and deflected with the remaining Mg+ ions to be collected in a Faraday cup. Neutral
magnesium atoms with n�15 enter the first CO2 laser interaction region. Here a Doppler-tuned CO2 laser excites the n=9 atoms to n
=17, depicted as the first arrow in the diagram of the energy levels below the apparatus schematic. Let each circle represent 1000 atoms
residing in the energy level they are overlapping, so after the first laser region there is an equal population of 4000 atoms in the n=9, L
=6 and the n=17, L=7 states. The microwave region can then excite a transition within the n=17 upper state, splitting the upper state
population equally between the L=7 and 8 states. The second laser interaction region then repopulates the initial upper state if a microwave
transition has occurred, as shown by the second large arrow and a population of 3000 atoms in the n=9, L=6 and n=17, L=7 levels. The
excited states are then Stark ionized in the stripper and focused by the lens and the resulting signal ions are detected on a channeltron
electron multiplier. A total current of 5000 ions is found if the microwave transition occurs, but only 4000 ions if it does not. The measured
signal, the change in ion current caused by the microwaves, is 1000 ions in this case.
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layers of � metal. Figure 2 shows a scan for both directions
of propagation for microwave RESIS signals of magnesium
n=17, L=6 to n�=17, L�=7. Fits of the microwave signals
provide the transition line centers. The observed linewidths
were approximately 1 MHz, due mostly to the transit time
through the microwave interaction regions. No evidence was
seen of spin splittings due to the interactions with either core
or Rydberg spins, which are predicted to be less than 0.3
MHz. This is in contrast to observations in barium, where
interactions with the core spin produce very large effects, but
is in agreement with the model that reconciles similar effects
in Si III, barium, and helium �8�. The Doppler-free interval is
taken to be the average of the fitted centers for the two di-
rections of propagation. Each transition frequency was mea-
sured at least four times, and the uncertainty associated with
the average result was determined from the scatter of the
repeated measurements. Table I summarizes the measured
fine-structure intervals. A small ac Stark shift correction was
applied to the line center of the two-photon interval. The
calculated ac Stark shift for the magnesium n=17, L
=9 to 11 interval is 0.105�20� MHz for the microwave re-
gion in which it was observed.

III. ANALYSIS

The energy of a particular Rydberg level can be expressed
as

E�n,L� = E�0��n� + Erel�n,L� + �nL�Veff�nL�

+ � ��nL�Veff�n�L���2

�E�0��n� − E�0��n���
�1�

where E�0� is the hydrogenic energy, and the second term is
the hydrogenic relativistic contribution. The third and domi-
nant term is the expectation value of the effective potential,
Veff,

Veff�r� = −
C4

r4 −
C6

r6 −
C7

r7 − C8L
L�L + 1�

r8 −
C8

r8 + ¯ , �2�

where each coefficient Ci is a property of the free ion core
�9�. The fourth term of Eq. �1� is referred to here as the
effective second order energy contribution, Esec. This repre-
sents the contribution to the Rydberg state energy due to
coupling between different Rydberg series. As long as these
energy shifts are small, which is the case here, they can be

TABLE II. Summary of the corrections and scaling of the measured fine-structure intervals. The relativ-
istic and effective second order energy contributions are given in columns 3 and 4. Column 5 gives the
calculated Stark shift rate, 	, of the observed transition. Also listed are the calculated ratios of expectation
value differences for the corresponding transitions and the ratio of the corrected energy �in a.u.� to the
difference in expectation values of r−4 in the two levels. Energies are given in MHz.

nL−n�L� �EObs �Erel �ESec 	 �MHz / �V /cm�2� ��r−6� /��r−4� �ECorr /��r−4�

17,6–17,7 1520.809�15� 0.732 7.49�32� −17.8 0.002523 17.0419�36�
17,7–17,8 669.588�20� 0.560 1.436�30� −27.0 0.001363 17.2369�9�
17,8–17,9 324.044�45� 0.442 0.331�3� −36.8 0.000794 17.3347�24�
17,9–17,10 168.806�42� 0.358 0.087�1� −43.2 0.000489 17.3723�43�

*17,10–17,11 93.417�86� 0.296 0.027�0� −48.2 0.000313 17.394�16�
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FIG. 2. The Mg n=17 L
=6 to 7 microwave transition ob-
served both co- and counterpropa-
gating. The straight average of the
fitted line centers will give the
Doppler-free transition frequency.
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calculated using the same effective potential, Veff, whose ex-
pectation value is the dominant source of the fine-structure
pattern. In order to simplify the interpretation of the mea-
sured fine-structure intervals, the small contributions from
Erel and Esec are calculated and subtracted from the measured
intervals, giving corrected intervals that can be considered to
be equivalent to a simple expectation value of Veff. The cal-
culated corrections are shown in columns 3 and 4 of Table II.
The effective second order contributions, �Esec, are esti-
mated from the first term proportional to �C4�2, using an
expression calculated by Drake �10�, and a separate calcula-
tion of the second term proportional to C4C6. The uncertainty
in the �Esec correction is taken to be half the size of the C4C6
term plus 0.5% of the �C4�2 term.

From these corrected intervals the two leading ion core
properties, C4 and C6, can be extracted. If only these first two
terms contribute significantly to the fine structure, the cor-
rected intervals, normalized to ��r−4�, would be expected to
form a straight line when plotted vs the ratio of ��r−6� to
��r−4�. Table II shows the scaled intervals and this ratio. The
relevant expectation values are computed assuming hydro-
genic radial functions, with proper scaling to account for the
core mass. Figure 3 illustrates such a plot, and shows that it
is indeed approximately linear. Some nonlinearity is evident
in the highest L intervals, at the left in Fig. 3, due to the
increasing sensitivity of those intervals to small stray fields
in the microwave region. The presence of a small field
��0.1 V /cm� was independently indicated by a comparison
of L=7 to L=8 and L=8 to L=9 intervals n=20 and n=17,
which differ by about a factor of 5 in their sensitivity to stray
fields. Because the measured intervals appeared to be consis-
tent from day to day, we choose to account for the Stark
shifts by including a term in the fit of the data that is propor-
tional to the calculated Stark shift of each interval, which are
tabulated in Table II. The fit indicates an average stray field

of 0.08�2� V/cm. Including a term in the fit proportional to
��r−8� /��r−4� allows for the possibility of some curvature in
the data pattern due to the C8 term in Veff. Although curva-
ture of this type, which would be most pronounced in the
lower L intervals at the right in Fig. 3, is not evident there,
including this term in the fit is important to avoid underesti-
mating the uncertainty in the slope of the plot. So, in sum-
mary, the scaled intervals listed in Table II are fit by

�ECorr

��r−4�
= B4 + B6	��r−6�

��r−4�
 + B8	��r−8�
��r−4�
 + BE

	

��r−4�
,

�3�

where BE is the stray electric field squared. The fitted param-
eters were found to be

B4 = 17.499�24� ,

B6 = − 198�23� ,

B8 = 5600�4900� ,

BE = 0.0063�34� .

The traditional interpretation of the parameters is as follows:
the intercept, B4, is simply C4=�1 /2, and the slope, B6, is
equal to C6= ��2-6
1� /2. However, as seen in similar sys-
tems of barium �6� and Si2+ �11�, higher order terms propor-
tional to r−7 and L�L+1�r−8 may alter this interpretation.
These terms have a dependence on L that is intermediate
between r−6 and r−8, but they cannot be distinguished from a
linear combination of r−4, r−6, and r−8. Therefore if they are
present they can affect the fitted slope, B6, and invalidate its
simple interpretation �9�.

The coefficients, C7 and C8L, have been formally calcu-
lated �9�, and their magnitudes can be estimated under the
simplifying assumption that only the lowest P state and the
lowest D state in Mg+ contribute to the sum over states oc-
curring in these coefficients. This approximation is supported
by the dominance of the oscillator strengths of those transi-
tions. Even with this approximation, numerical estimates of
C7 and C8L requires calculations of a small number of matrix
elements that do not occur in the coefficients, �1, �2, and 
1.
The theoretical matrix elements used in these calculations
are given in Table III. The necessary calculations were car-
ried out by others using relativistic all-order methods
�12,13�, giving the following estimates: C7=−1684�19� and

TABLE III. Calculated matrix elements of the dipole and quad-
rupole transition strengths and excitation energies used to estimate
the values of the C7 and C8 coefficients �12,13�.

Matrix element Value �a.u.� �E �a.u.�

�3S�D� �3P� 2.90 0.16280

�3P�D� �3D� 5.10 N/A

�3S�QJ�3D� 11.04 0.32573

�3P�QJ�3P� −15.08 N/A

∆∆∆∆ <r-6> / ∆∆∆∆ <r-4>

0.0000 0.0005 0.0010 0.0015 0.0020 0.0025

∆∆ ∆∆
E

/∆∆ ∆∆
<r

-4
>

17.0

17.1

17.2

17.3

17.4

17.5

FIG. 3. Magnesium polarization plot, where the corrected line
centers normalized to ��r−4� are plotted vs ��r−6� /��r−4�. The solid
data points are the normalized corrected fine-structure intervals,
from Table II. The hollow points have been corrected for the stray
dc electric field Stark shifts using the fitted value of BE from Eq.
�3�. The solid line illustrates the fit to the data, including only the
first three terms of Eq. �3�.
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C8L=1170�12�. The uncertainties in these estimates are de-
rived from an assumed uncertainty of 0.5% in each calcu-
lated matrix element, but are large enough to also include
uncertainty due to inclusion of only the lowest core P and D
states. The necessary excitation energies are well known
�14�.

The parametrization of the smooth functions
��r−7� /��r−4� and ��L�L+1��r−8�� /��r−4� vs ��r−6� /��r−4�
were obtained by fitting each to the following expression:

A1 + A2	��r−6�
��r−4�
 + A3	��r−8�

��r−4�
 . �4�

The values of ��r−7� /��r−4� and ��L�L+1��r−8�� /��r−4�
are calculated for each of the observed transitions and fit to
Eq. �4� with weights identical to that of the corresponding
observed energy intervals. The parameters determined by the
fit indicate the magnitude at which the C7 and C8L terms
contribute to the intercept and initial slope of this magnesium
polarization plot. Table IV gives the estimated coefficients,
C7 and C8L, and the fitted parameters, A1, A2, and A3 for each
case. Together, these indicate the degree to which the fitted
coefficients Bi differ from the corresponding coefficients in
Veff, Ci,

C4 = B4 − �B4 = B4 − C7A1
7 − C8LA1

8L,

C6 = B6 − �B6 = B6 − C7A2
7 − C8LA2

8L. �5�

In the case of the intercept C4, the correction �B4
=−0.0018�2�, which is very small compared to the experi-
mental uncertainty. For the slope of the polarization plot, C6,
the estimated correction is �B6=9�1�, producing a margin-
ally significant modification of the interpretation of the fit
coefficient B6.

The dipole polarizability of Mg+ is twice C4, or �1
=35.00�5�a0

3. This is an order of magnitude more precise
than the previous measurement from Rydberg fine structure
�3�. It is also a factor of 5 more precise, and in good agree-
ment with the value, 34.62�26�a0

3 deduced by Theodosiou
et al. from a 1% measurement of the Mg+ 3p radiative life-
time �15�. As pointed out by Curtis, the precise polarizability
measurement could now be used to improve the precision of
the 3p lifetime �16�. For comparison, some recent theoretical
calculations of �1 are listed in Table V. The two most recent
calculations are in very good agreement with our measure-
ment.

Since 2C6=�2−6
1, determining the quadrupole polariz-
ability �2 from the coefficient C6 requires independent evalu-
ation of 
1, the first nonadiabatic correction to the dipole
polarizability. A very simple estimate can be made by assum-
ing that only the 3p state contributes to the polarizability. In
this approximation,


1 �
�1

2E�3p�
= 107ao

5. �6�

A more precise estimate with a rigorous error bound can be
found by considering the contributions of higher p states to

1, and taking into consideration the sum rule satisfied by the
oscillator strengths in this series �16�. The result of that es-
timate is 
1=106�1�a0

5 �17�. Using this value of 
1 and the
experimentally determined value, C6=−207�24�a.u., the
quadrupole polarizability of Mg+ is determined, �2
=222�54�a0

5. This is somewhat larger than the recent calcu-
lations, shown in Table V, but differs by less than two stan-
dard deviations.

TABLE IV. Estimation of the influence of the higher order terms in Veff proportional to C7 and C8L on the
interpretation of the intercept �B4� and slope �B6� of the polarization plot of Fig. 3. The theoretical estimates
for these coefficients are given in column 2 and the fit parameters from the expression given in Eq. �4� of the
text are shown in columns 3–5. The final two columns give the resulting adjustment to the intercept and slope
of the polarization plot. Values are given in atomic units.

Term Ci A1 A2 A3 �B4 �B6

��r−7� /��r−4� −1684�19� −3.77�10−6 0.0267 9.3 0.0063�1� −44.96�51�
��L�L+1��r−8�� /��r−4� 1170�12� −6.91�10−6 0.0460 25.7 −0.0081�1� 53.82�55�

TABLE V. Current and previous experimental values along with theoretical calculations of the dipole and
quadrupole polarizabilities of Mg+ given in atomic units.

This work Previous reports Theory

�1 35.00�5� 33.6,a 33.80�50�,b 34.62�26�c 35.01,d 35.66,e 35.01,f 34.14c

�2 222�54� 156,d 156.1f

aChang and Noyes, Ref. �2�.
bLyons and Gallagher, Ref. �3�.
cTheodosiou, et al., Ref. �15�.
dSafronova, Ref. �13�.
eHamonou and Hibbert, Ref. �18�.
fMitroy and Zhang, Ref. �19�.
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IV. CONCLUSION

Measurements of the fine-structure pattern in high-L
n=17 Rydberg states of Mg have been extended to much
higher L than previous measurements. The extended data
pattern provides a more precise value for the dipole
polarizability of Mg+ and the first measurement of its

quadrupole polarizability. The influence of higher-order
terms in the effective potential, proportional to C7 and
C8L, was considered in the analysis, but found to be only
marginally significant. The 0.1% measurement of �1 is in
very good agreement with the most recent calculations.
The 20% measurement of �2 is in fair agreement with
calculations.
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