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An iterative algorithm for state determination, that uses as physical input the probability distributions for the
eigenvalues of two or more observables in an unknown state � is presented. Starting from an arbitrary state
�0, a succession of states �n is obtained that converges to � or to a Pauli partner. This algorithm for state
reconstruction is efficient and robust as is seen in the numerical tests presented and is a useful tool not only for
state determination but also for the study of Pauli partners. Its main ingredient is the physical imposition
operator that changes any state to have the same physical properties, with respect to an observable, of another
state.

DOI: 10.1103/PhysRevA.77.042116 PACS number�s�: 03.65.Wj, 02.60.Gf

I. INTRODUCTION

At an early stage in the development of quantum mechan-
ics, Pauli �1� raised the question whether the knowledge of
the probability density functions for the position and mo-
mentum of a particle were sufficient in order to determine its
state. That is, can we determine a unique ��x� if we are given
��x�= ���x��2 and ��p�= ���p��2, where ��p� is the Fourier
transform of ��x�? Since position and momentum are the
unique independent observables of the system, it was, erro-
neously, guessed that this Pauli problem could have an affir-
mative answer. This was erroneous because there may be
different quantum correlations between position and momen-
tum that are not reflected in the distributions of position and
momentum individually. Indeed, many examples of Pauli
partners, that is, different states �1��2 with identical prob-
ability distributions � and �, were found. A review of these
issues, with references to the original papers, and the treat-
ment of the problem of state reconstruction for finite and
infinite dimension of the Hilbert space, can be found in Refs.
�2,3�. The general problem of the determination of a quan-
tum state from laboratory measurements turned out to be a
difficult one. In this work, “laboratory measurement” means
the complete measurement of an observable, that is, the de-
termination of the probability distribution ��ak� of the eigen-
values ak of the operator A associated with the observable.
Given a state �, the probability distribution �assuming non-
degeneracy� is given by ��ak�= ���k ,���2 where �k are the
eigenvectors of the operator. The state is not directly observ-
able; what can be measured, are the probability distributions
of the eigenvalues of the observables and we want to be able
to determine the state � of the system using these distribu-
tions. Besides the academic interest of quantum state recon-
struction based on measurements of probability distributions,
the issue has gained actuality in the last decade in the pos-
sible practical applications of quantum-information theory
�4�.

In order to clearly state the problem, let us consider a
system described in an N-dimensional Hilbert space. The de-
termination of the state requires the determination of 2N−2

real numbers and a complete measurement of an observable
provides N−1 equations. With the measurement of two ob-
servables �such as position and momentum in the Pauli prob-
lem� we have the same number of equations as unknowns.
However the equations available are not linear and the sys-
tem of equations will not have, in general, a unique solution.
In many practical cases, a minimal additional information
�such as the sign of an expectation value� is sufficient to
determine the state. In this work we will not search the mini-
mal extra information required, but instead, we will add a
complete measurement of a third observable. One may think
that this massive addition of information will make the sys-
tem over-determined and that with three complete measure-
ments we should always be able to find a unique state. This
is wrong; there are pathological cases where the complete
measurement of N observables, that is N�N−1� equations, is
not sufficient for the determination of a unique set of 2�N
−1� numbers. In the other extreme, if the state happens to be
equal to one of the eigenvectors of the observable measured,
then, of course, just one complete measurement is sufficient
to fix the state. From these two cases we conclude that the
choice of the observables to be measured is crucial for the
determination of the state; an observable with a peaked prob-
ability distribution provides much more information than an
observable with uniform distribution. A pair of observables
may provide redundant information and we expect that it is
convenient to use observables as different as possible; this
happens when their eigenvectors build two unbiased bases as
is the case, for example, with position and momentum �two
bases ��k	 and ��r	 are unbiased when ���k ,�r��
=1 /
N ∀ k ,r, that is, every element of one basis has equal
“projection” on all elements of the other basis�. For this rea-
son, unbiased bases have been intensively studied in the
problem of state determination and also in quantum-
information theory �5–7�. The number of mutually unbiased
bases that one can define in an N-dimensional Hilbert space
is not known in general although it can be proved that if N is
equal to a power of a prime number, then there are N+1
unbiased bases. Unbiased observables, those represented by
operators whose eigenvectors build unbiased bases, provide
independent information; there are however pathological
cases where the measurement of several unbiased observ-
ables is useless to determine a unique state: Assume, for*delatorre@mdp.edu.ar
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instance, that the state belongs to a basis that is unbiased to
several other mutually unbiased bases associated with the
measured observables. In this case all the probability distri-
butions are uniform and the state cannot be uniquely deter-
mined because there are at least N different states �corre-
sponding to the N elements of the basis to which the state
belongs� all generating uniform distributions for the observ-
ables. If N is a power of a prime number we could have up to
N observables with uniform distributions for N different
states. This is the pathological case mentioned before: if
there are N+1 mutually unbiased bases and we have M un-
biased observables with uniform distributions then we have
N�N+1−M� Pauli partners, that is, different states having the
same distributions.

If we make complete measurements of two or more ob-
servables we should be able to determine the state but it will
not always be unique because there may be several different
states having the same distributions for the measured observ-
ables. If we measure three observables, the mathematical
problem would be to solve a set of 3N−3 nonlinear equa-
tions to determine 2N−2 numbers. One could blindly apply
some numerical method to find the solution. Instead of this,
we present in this work an iterative method that is physically
appealing because it involves the imposition of physical data
to Hilbert space elements that are approaching the solution.
Another advantage of this algorithm is that it does not in-
volve the solution of a system of equations and therefore
when we change the number of observables measured or the
dimension of the Hilbert space, we only have to make a
trivial change in the algorithm. We will test the algorithm
numerically by assuming an arbitrary state and two, three or
four arbitrary observables, with them we generate the data
corresponding to the distributions of the observables in the
chosen state, and then we run the algorithm and we see how
efficiently it returns the chosen state.

II. A METRIC FOR STATES

In order to study the convergence of an iterative algorithm
for the determination of a state, we will need a concept of
distance that can tell us how close we are from the wanted
solution. This criteria of approach can be applied in the space
of states or in the space of probability distributions. In the
first case we want to know how close a particular state is
from the state searched, that is, we need a metric in the space
of states. In the other case a particular state generates prob-
ability distributions for some observables and we want to
know how close these distributions are from the correspond-
ing distributions generated by the state searched. In this sec-
ond case we need a metric in the space of distributions. The
relation between these two distances in two different spaces
has been studied for several choices of distances �8�. How-
ever, the application of some of these “distances” that do not
satisfy the mathematical requirements of a “metric” �positiv-
ity, symmetry, and triangular inequality� in an iterative algo-
rithm is questionable. In this work we use a metric in the
Hilbert space of states in order to study the convergence of
the algorithm but we also compare the final probability dis-
tributions with the corresponding distributions used as physi-

cal input for the algorithm because, as was explained before,
there are cases of different states generating the same prob-
ability distributions. The usual Hilbert space metric induced
by the norm, itself induced by the internal product,

���,�� = �� − �� = 
�� − �,� − �� , �1�

is not an appropriate metric for states because the states are
not represented by Hilbert space elements but by rays that
are sets of Hilbert space elements with an arbitrary phase.
That is, a state is given by

R� = ��ei	�� ∀ 	,��� = 1	 . �2�

The Hilbert space element � is a representation of the ray
and it is common practice in quantum mechanics to say that
the state is given by �. However, when we deal with dis-
tance between states we cannot take the induced metric men-
tioned before, because this metric for two Hilbert space ele-
ments, ei	� and ei
�, belonging to the same ray, that is,
belonging to the same state, does not vanish. A correct con-
cept of distance between states is given by the distance be-
tween sets

d�R�,R�� = min
	,


��ei	�,ei
�� . �3�

The minimization can be performed in general and we obtain

d�R�,R�� = 
2
1 − ���,��� . �4�

We compare this result with ��� ,��=
2
1−Re�� ,�� that
involves only the real part of �� ,�� and we conclude that
d�R� ,R������ ,��, and therefore every sequence converg-
ing in the induced metric is also convergent in the ray metric
used here.

In order to have a rigorous concept of convergence we
must check that the distance between states given above in
Eqs. �3� and �4� is really a metric �in general, for arbitrary
sets, the distance between sets is not always a metric since
one can easily find examples that violate the triangle inequal-
ity�. The requirement of symmetry and positivity are trivially
satisfied but to prove that this distance satisfies the triangle
inequality is not trivial. However, we can be sure that the
distance between states is a metric because, in this particular
case where the sets are rays, the distance between rays has
the same value as the Hausdorff distance and one can prove
that the Hausdorff distance is a metric �9�. The Hausdorff
distance between two sets X and Y is defined by

dH�X,Y� = max�sup
x�X

d�x,Y�,sup
y�Y

d�y,X�	 . �5�

As a final comment in this section, notice that the square root
in Eq. �4� is a nuisance but it cannot be avoided because
expressions such as 1− ��� ,��� or 1− ��� ,���2 are not met-
rics. In order to simplify the notation, in what follows, we
will denote the distance between rays d�R� ,R�� simply by
d�� ,��.

III. PHYSICAL IMPOSITION OPERATOR

A state, or a Hilbert space element, contains encoded in-
formation about all the observables of the system. Given a
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state �, the probability distribution for an observable A is
given by ��ak�= ���k ,���2, where �k are the eigenvectors of
the operator A associated with the observable corresponding
to the eigenvalue ak. Given any state �, we can impose to
this state the same distribution that the observable A has in
the state � by means of an operator, the physical imposition
operator, TA� that involves the expansion of � in the basis
��k	 of A and a change in the modulus of the expansion
coefficients. That is,

TA�� = �
k

���k,���
��k,��
���k,���

�k. �6�

If ��k ,��=0, we assume zero phase, that is
��k ,�� / ���k ,���=1. The moduli of the expansion coeffi-
cients are changed in order to impose the distribution of the
observable A in the state � but the phases are retained and
therefore some information of the original state � is kept in
the phases. Although the numerical treatment of this operator
is straightforward, its mathematical features are not simple.
The operator is idempotent T2=T, it has no inverse and it is
not linear but T�c��= �c / �c��T���. Furthermore, the operator
is bounded because �T��= ���=1. The fix points of this
nonlinear application is the set of states that have the same
distribution for the observable A as the state �. Notice that
the operator is not only nonlinear but furthermore it cannot
even be linearized for small general variations �→�+��.
However, as will be seen later, some sort of approximation
can be made for small variations around a fix point that show
that the fix points are attractive and their attractive basin are
not of null measure. This mathematical complexity is unfor-
tunate because it makes it very difficult to obtain general
analytic results in order to justify the efficiency of the nu-
merical algorithm presented later.

We will use this operator in order to develop an iterative
algorithm for the determination of a state � using as physical
input the distribution of several observables in this state. It is
therefore interesting to study whether this operator, applied

to an arbitrary Hilbert space element �, brings us closer to
the state � or not. For this we can compare the distance
d�� ,�� with the distance d�TA�� ,�� for some given ob-
servable A and some state �. Let us then define an observ-
able A by choosing its eigenvectors ��k	 �a basis� in a three-
dimensional Hilbert space, N=3, and in this space let us take
an arbitrary state �. Now we consider a large number �8000�
of randomly chosen states � and draw a scatter plot of the
distances of this state to � before and after applying the
imposition operator TA,�. In Fig. 1 we see that there are more
points below the diagonal, showing cases where the imposi-
tion operator brings us closer to the state but there are also
many cases where the operator takes us farther away from
the searched state. We will later see that this has the conse-
quence that the iterative algorithm will not converge to the
desired state for every starting point.

The imposition operator will shift the state � some dis-
tance d�TA�� ,�� that is smaller than the total distance to
the state d�� ,��. That is, there is no “overshoot” that could
undermine the convergence of the iterative algorithm. In or-
der to prove this, consider the internal product

�TA��,�� =�
k

���k,���
��k,��
���k,���

�k,�
r

��r,���r�
= �

k

���k,������k,��� = �
k

���,�k���k,���

� ��
k

��,�k���k,��� = ���,��� . �7�

Now, using this inequality in the definition of distance in Eq.
�4� we obtain

d�TA��,�� � d��,�� . �8�

We can notice in Fig. 1 that there is a bound for the
distance d�TA�� ,�� at some value smaller than the absolute
bound for the distance 
2. We will see that this bound ap-
pears when the state � is chosen close to one of the eigen-

FIG. 1. Scatter plot of the dis-
tances d�� ,�� and d�TA�� ,��
for 8000 random initial states �.
Points below the diagonal indicate
cases where TA� brings � closer
to �.
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vectors of A. From the definition of the distance and of the
imposition operator it follows easily that the distance of
TA�� to any element of ��k	 is the same as the distance of �
to the same element. That is,

d�TA��,�k� = d��,�k� ∀ k , �9�

so that TA�� is something similar to a “mirror image” of �
reflected on ��k	. We can now use this in order to derive the
bound mentioned. Consider the triangle inequality
d�TA�� ,���d�TA�� ,�k�+d�� ,�k�. Using Eq. �9�, we ob-
tain d�TA�� ,���2d�� ,�k�. Now we specialize this in-
equality for the value of k that minimizes the right-hand side,
that is, the value of k that maximizes ���k ,��� or equivalently

��ak�. Then we have

d�TA��,�� � 2 min
k

d��,�k� = 2
2
1 − max
k


��ak� .

�10�

If the state � is close enough to one of the eigenvectors of
A, the corresponding maximum value of the distribution can
be larger than 9/16 and the bound derived is smaller than the
absolute bound 
2. Notice that this bound depends only on
the operator A and on the state � and is therefore valid for
all � regardless how “far” it is from �. With increasing
dimension N of the Hilbert space, the probability that a ran-
domly chosen state is close to one of the basis elements
decreases, making the appearance of the bound less probable.

The physical imposition operator modifies the moduli of
the expansion coefficients but leaves the phases unchanged.
The reason for choosing this definition is that the moduli of
the coefficients are measured in an experimental determina-
tion of the probability distribution of the eigenvalues of an
observable and therefore this operator provides a way to im-
pose physical properties to a state. It is unfortunate that the
phases of the expansion coefficients are not directly acces-
sible in an experiment because we could use the knowledge

of the phases in a much more efficient algorithm. In a sense
that will become clear later, the phases have more informa-
tion about the state than the moduli. In order to clarify this
let us define a phase imposition operator PA� that leaves the
moduli of the expansion coefficients unchanged but imposes
the phases of the state �. That is

PA�� = �
k

���k,���
��k,��
���k,���

�k. �11�

The same as was done before, we study how efficiently this
operator approaches to the state �. In Fig. 2 we see the
corresponding scatter plot for the same operator and states of
those in Fig. 1, that shows that in all cases the application of
this operator brings us closer to the wanted state. One can
indeed prove that d�PA�� ,���d�� ,�� considering the in-
ternal product

�PA��,�� =�
k

���k,���
��k,��
���k,���

�k,�
r

��r,���r�
= �

k

���k,������k,��� = �
k

���,�k���k,���

� ��
k

��,�k���k,��� = ���,��� . �12�

Using this inequality in the definition of distance in Eq. �4�
we obtain the inequality above. As said before, if we had
physical information about the phases of the expansion co-
efficients, we could devise a very efficient algorithm. Unfor-
tunately we do not have experimental access to the phases
and this, in principle interesting, operator will not be further
studied here.

IV. ALGORITHM FOR STATE DETERMINATION

In this section we will investigate an algorithm for state
determination that uses as physical input the knowledge pro-

FIG. 2. Scatter plot of the dis-
tances d�� ,�� and d�PA�� ,��
for the same operator and states as
in Fig. 1. Notice that the phase
imposition operator PA� always
approaches the state �.
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vided by the complete measurement of several observables.
These measurements provide the probability distributions for
the eigenvalues in the unknown state �. In other words, we
assume that we know the physical imposition operators
TA� ,TB� ,TC� , . . . for several observables. The algorithm ba-
sically consists in the iterative application of the physical
imposition operators to some arbitrary initial state �0 ran-
domly chosen.

A. Description of the algorithm

In order to understand the basic mechanism of the algo-
rithm, consider the physical imposition operator TA� applied
to some initial state �0. Even if this takes us closer to � �it
not always does, as seen in Fig. 1� it is useless to apply TA�

again because the operator is idempotent. If we now use the
information provided by another independent observable, B,
and calculate �TB�TA���0, we might get even closer to �,
but the more interesting feature of this combined operator is
that it is not idempotent and we may apply it again and again
for a closer approach. The algorithm consists then in apply-
ing the operator TA� to the initial state �0, then we use
another operator for a closer approach, say TB�, and another
one afterwards, until all physical information is used; then
we start again with TA�. That is, we calculate the iterations
�1 ,�2 ,�3 , . . . given by �n= �¯TC�TB�TA��n�0 and the
convergence �n→� is checked comparing the physical in-
put, that is, the distributions associated with the observables
A ,B ,C , . . . in the state �, with the corresponding distribu-
tions generated in the state �n.

In order to check the efficiency of the algorithm numeri-
cally, we choose a state � at random and with it we generate
a compatible set of distributions corresponding to some ob-
servables, that we use as input in the algorithm. Calculating
the distance d��n ,�� we study how efficiently the algorithm
returns the initial state �. There are cases where the algo-
rithm converges to a state �� different from � but having the
same physical distributions, that is, to a Pauli partner of �.
An interesting feature of the algorithm is that we can span
the whole Hilbert space by choosing the starting states �0
randomly and the algorithm will deliver the Pauli partners.
Since the attractive basin of each Pauli partner is not of null
measure, as will be proved later, we can detect all Pauli
partners by sufficiently large sampling of the Hilbert space
with the initial states �0. In this way, the algorithm presented
is not only a numerical tool for state determination but is also
a useful tool for the theoretical investigation of the appear-
ance of Pauli partners. An example of this is presented later.

The convergence to the state �, or to a Pauli partner, was
tested numerically in several Hilbert space dimensions and
for different choice of observables. These choices were ran-
dom in some cases, that is, their associated orthonormal
bases are randomly chosen, and in other cases we used
physically relevant observables such as angular momentum
or position and momentum. Position and momentum observ-
ables are usually represented by unbound operators in
infinite-dimensional Hilbert spaces; however there are also
realizations of these observables in finite dimensions, for in-
stance, in a cyclic lattice, where they are represented by un-
biased operators �10,11�.

In general the operators TA� ,TB� , . . . do not commute and
the iteration of �¯TB�TA��n and �¯TA�TB��n are not nec-
essarily equal. The algorithm was tested with several differ-
ent choices in the ordering of the noncommuting physical
imposition operators and also with random ordering and it
turned out that the convergence of the algorithm is not much
affected by the different orderings. The algorithm is robust
under the noncommutativity of the observables.

B. Restart of the algorithm

The algorithm is very efficient; however, there are some
starting states �0 where the algorithm fails to converge to
the generator state � or to any of its Pauli partners. It was
not surprising to find these failures because, as was sug-
gested in Fig. 1, the physical imposition operator sometimes
take us farther away from the wanted state. In case of a
failure the algorithm converges to a state that has the correct
distribution of only one observable �the one corresponding to
the last application of the physical imposition operator�. We
are informed of this failure because all the distributions used
as input are not approached in each iteration. In the case of a
failure, we can simply restart the algorithm with a different
initial state �0 or restart with another initial state orthogonal
to the one that failed. In this last case, the probability of a
repeated failure is much reduced and therefore it is a conve-
nient choice. The appearance of a failure depends strongly on
the choice of observables used to determine the state. If we
use three unbiased observables we very rarely found a fail-
ure, in less than 1% of the cases, but if we use three random
observables �see below�, 40% of the randomly chosen start-
ing states �0 fail but only 10% of these fail again if we
restart with an orthogonal state. In the case of four angular
momentum observables in four arbitrary directions we had to
restart the algorithm in some 10% of the cases. The appear-
ance of failures also depends on the shape of the distribu-
tions: when one of the distributions is peaked, that is, the
maximum value of the distribution ��ak� has a large value for
some k, the application of the corresponding imposition op-
erator bring us close to the wanted state as can be seen in Eq.
�10�, and Fig. 1 shows that then the algorithm has better
convergence and no failures are found. This has been con-
firmed in the numerical tests.

C. Application of the algorithm with two observables

As mentioned before, the physical imposition operator
TA� is idempotent so it is useless to apply it more than once
�successively� in an attempt to approach the state �. Clearly,
the complete measurement of just one observable is not suf-
ficient to determine the state, except in the trivial case when
the state happens to be equal to one of the eigenvectors of
the operator. Therefore, we consider the information pro-
vided by two observables A and B �for two unbiased observ-
ables, such as X and P, this is precisely the Pauli problem�.
We studied then the convergence of �n= �TB�TA��n�0 to-
ward � or to a Pauli partner, for an arbitrary �0. In a three-
dimensional Hilbert space, N=3, we applied the algorithm in
several cases: for A and B random, unbiased �that is, of the
type X and P� and also for angular momentum operators
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Jx ,Jy. As was expected, in all of these cases the algorithm
returned several Pauli partners. Choosing the starting state
�0 randomly �uniform distributed in the Hilbert space� we
found that all Pauli partners found are accessed with similar
frequency. As was mentioned before, we expect to detect all
partners and we may be confident that this is so, because in
one particular case, where we can calculate exactly the num-
ber of partners, the algorithm returns them all. This particular
case is the, so-called, pathological case in N-dimensional
Hilbert space �N prime� where we have uniform distributions
for M observables that correspond to N�N+1−M� partners.
For several combinations of N and M, the algorithm deliv-
ered all partners. In this case, where we know theoretically
the number of Pauli partners, the algorithm delivers all of
them and this gives us the expectation that the same could
happen in all cases. However, in order to prove this expec-
tation we should be able to calculate the number of Pauli
partners in general for all cases and this has not been done
and does not seen to be possible due to the complexity of the
problem. A systematic analytic study of Pauli partners for all
cases seems to be out of reach but at least, our algorithm
provides a numerical tool that may be useful for such a study.
As an example of this, we will see later that in the case of
angular momentum, the Pauli partners provided by the algo-
rithm showed some regularity that could be later proved ana-
lytically.

D. Application of the algorithm with three observables

Next we studied the case with three operators providing
physical information to determine the state �also with Hilbert
space dimension N=3�. We studied then the iteration �n
= �TC�TB�TA��n�0. When two of the observables are unbi-
ased �of the type X and P� we always obtained a unique state,
regardless of the choice of the third operator: either unbiased
or of the type X+ P �biased to the first two�, or random. This
means that the information provided by two unbiased ob-
servables almost fixes the state and any other additional in-
formation is sufficient to find a unique state. However, we
know that in the, so-called, pathological cases we must find
Pauli partners and the algorithm does indeed find them. In
these pathological cases, the distributions corresponding to
three unbiased operators are all uniform �that is, the genera-
tor state � is unbiased to all three bases�. Spanning the Hil-
bert space by choosing �0 randomly as a starting state for
the algorithm, we converge to all N�N−2�=3 Pauli partners
with almost equal probability. The pathological case was also
studied with two unbiased observables with uniform distri-
butions. In this case the algorithm also delivered all N�N
−1�=6 Pauli partners with similar probability.

For biased operators, such as angular momentum opera-
tors Jx ,Jy ,Jz and also for random A ,B ,C we sometimes
found Pauli partners showing that, although we have more
equations �six� than unknowns �four�, the nonlinearity of the
problem may cause nonunique solutions. The appearance of
Pauli partners in the angular momentum case is consistent
with the result reported by Amiet and Weigert �12�. An in-
spection of the numerical results for these Pauli partners re-
vealed a symmetry that could also be proved analytically:

given a state � �in the basis of Jz� with the corresponding
distributions for the observables Jx ,Jy ,Jz,

� = �a

b

c
� �13�

�it is always possible to fix b real an nonnegative� when b
0 and �a�+c��0, if any one of the following conditions
on the real �Re�, imaginary �Im� part or modulus of the com-
ponents is satisfied:

Re�a� = − Re�c� , �14�

Im�a� = Im�c� , �15�

�a� = �c� , �16�

Im�ac� = 0, �17�

then there is a Pauli partner �� given by

�� = �a�

b

c�
� , �18�

where

a� = a�
�a + c��
�a� + c�

, c� = c�
�a� + c�
�a + c��

. �19�

If b=0 we can make a real and positive and then a�
=a , c�=c�, and finally if �a�+c�=0 then c�=−a��, where a�
can take three values, −a , a� , −a�. Spanning the Hilbert
space with generator states � randomly chosen, in some 1%
of the cases the algorithm returned the state � and a Pauli
partner �� covering all possibilities mentioned above. Notice
that the ability of the algorithm to detect Pauli partners is due
to the limited precision of the numerical procedure. Among
all possible states � of the system, only a few of them have
Pauli partners, more precisely, the set of states with Pauli
partners has null measure and if we had infinite precision, we
would never find partners by random sampling of the Hilbert
space. Because of the limited precision of the algorithm, all
points in the Hilbert space within a small environment are
equivalent and therefore the sets of points with null measure
can be accessed in a random sampling of the Hilbert space.
We have found indeed that if we become more restrictive
with conditions of convergence we need more tries in order
to detect partners. Usually the limited precision is considered
a drawback, however in this case it is an advantage that
allows us to detect sets of null measure.

E. Application of the algorithm with four observables

With the information provided by the complete measure-
ment of four operators A ,B ,C ,D we iterated �n
= �TD�TC�TB�TA��n�0 and we found unique states, not only
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when two of them are unbiased �consistent with the result
obtained with three operators�, but also in the case of random
operators or angular momentum in arbitrary directions
Jr ,Js ,Jt ,Ju. Of course, in this case of excessive physical in-
formation we could ignore one of the observables and deter-
mine the state with only three of them. However, not all the
Pauli partners found with three observables will have the
correct distribution for the fourth one and therefore the use of
all observables may be needed for a unique determination of
the state. In this case the number of equations, eight if N
=3, uniquely determine the four unknowns in spite of the
nonlinearity. Notice that the convergence of the algorithm in
this case is not trivial. It is true that we are using much more
information than what is needed �except for the pathological
cases that can only appear if N3� but we must consider
that we are using this excessive information in an iterative
and an approximate algorithm and therefore the consistency
of the data in the final state does not necessarily cooperate in
the iterations. The fact that the over-determined algorithm
converges is a sign of its robustness.

F. Convergence and stability

In this work we have used three different criteria of con-
vergence. In the numerical tests of the algorithm, we know
the state � that was used in order to generate the distribu-
tions corresponding to several observables and therefore we
use as convergence criteria the distance from this state � to
the state �n obtained in each iteration. The generator state �
is of course not known in the problem of state determination.
In this case we can choose as convergence criteria the dis-
tance between two successive iterations d��n ,�n+1� �typi-
cally we stopped the iterations for distances less than 10−8�
or instead of it, we could use the usual distance between
distributions given by the Euclidean metric, in order to com-
pare the distributions used as physical input and the distribu-

tions generated in each iteration �n �typically we stopped the
iterations for distances less than 10−5�.

The algorithm converges in a very efficient way, close to
exponential, as we see in Fig. 3 where the distance to the
converging state is given as a function of the number of
iterations for the case of three unbiased operators with N
=3. This is a typical example showing the exponential con-
vergence where the distance to the solution is divided by 4.5
in each iteration. However, the speed of convergence, that is,
the slope in the figure, is not always the same and depends
on the operators used and on the generating state �. In many
cases, the exponential approach begins after a few iterations
and not in the first one, This is due to the effect that, as can
be seen in Fig. 1, if the initial state is far from the target we
may have some cases where the application of the physical
imposition operator does not bring us closer to the target and
therefore the first iterations may be of slower approach. For
higher Hilbert space dimensions we obtained similar conver-
gence behavior of exponential approach. For three operators
with physical relevance, such as angular momentum or un-
biased operators, the distance to the target state was divided
by 2–3 in each iteration in Hilbert spaces with dimensions up
to 20. In the fastest case found, the distance was divided by
126 in each iteration, approaching the solution within 10−7

after three iterations. With random operators the approach
was not always so fast and in some unfavorable cases up to
100 iterations were required �this took only a fraction of a
second in an old PC�.

The good numerical convergence of the algorithm suggest
that perhaps some analytical proofs of convergence could be
obtained. However, the nonlinearity of the operator and the
high dimensionality makes this task extremely difficult. As-
sume, for instance, that we want to determine the attractive
basin of a particular solution � that is given by 2N real
parameters �the real and imaginary part of the expansion co-
efficients in some Hilbert space basis�. In this case we must

FIG. 3. Distance from the state
�n= �TC�TB�TA��n�0=Tn�0 to
the state � after n iterations,
showing exponential convergence
of the algorithm for A ,B ,C unbi-
ased operators in a three-
dimensional Hilbert space.
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find the conditions such that the eigenvalues of the 2N
�2N Hessian matrix have modulus less than 1. This is ana-
lytically out of reach. We can however prove that the fix
points of the physical imposition operator are stable because
if we make a variation in a neighborhood of a fix point �
→�+��, the application of the nonlinear operator TA� re-
sults �to first order� in �+��� with ������ and �����
� ����, that is, we land closer to � �of course the same is
true for the product ¯TC�TB�TA��. Since the variation �� is
arbitrary, the attractive basin of the fix point is not of null
measure, as was mentioned before. In order to prove this,
consider from the definition of TA� that

TA��� + ��� = �
k

�k�zk + �zk�
�zk�

�zk + �zk�
, �20�

where

zk = ��k,�� and �zk = ��k,��� . �21�

Here we can assume zk�0 because otherwise the corre-
sponding term vanishes and is excluded in the expansion of
Eq. �20�. Let us treat now the denominator

�zk + �zk� = � zk
�

�zk�
�zk + �zk�� = ��zk� +

zk
�

�zk�
�zk� . �22�

Since we can take ��zk�� �zk� the denominator becomes

�zk + �zk� � �zk� + Re� zk
�

�zk�
�zk� , �23�

and with this, the fraction in Eq. �20� is

�zk�
�zk + �zk�

�
1

1 + Re��zk

zk
� � 1 − Re��zk

zk
� . �24�

Inserting the above equation, we have

TA��� + ��� � �
k

�k�zk + �zk��1 − Re��zk

zk
��

� �
k

�k�zk + �zk − zk Re��zk

zk
�� , �25�

where we have neglected a term of order ��zk�2. Now ex-
pressing the real part as a sum of the number plus its conju-
gate we obtain

TA��� + ��� � �
k

�k�zk +
1

2
�zk −

1

2

zk

zk
��zk

�� . �26�

Inserting now the values of Eq. �21� we recognize the expan-
sion of the elements in the basis ��k	,

TA��� + ��� � � +
1

2
�� −

1

2
�� = � + ���, �27�

where �� is a variation different from �� with basis expan-
sion given by

�� = �
k

�k
��k,��
��,�k�

���,�k� . �28�

Notice that the expansion coefficients of this variation are the
same coefficients for the expansion of �� but complex con-
jugated and multiplied by a phase. It follows then that ����
= ���� and from the triangle inequality for the norm we ob-
tain the inequality wanted, �����= 1

2 ���−����
1
2 �����

+ �����= ����.

V. CONCLUSION

In this work we defined the physical imposition operator
TA� that imposes to any state � the same distribution that
the eigenvalues of an observable A have in a state �. For this
operator we do not need to know the state � but we just need
the probability distribution for the observable A in this state,
that can be obtained from a complete measurement. Consid-
ering two or more observables, we applied their correspond-
ing physical imposition operators iteratively to an arbitrary
initial state �0 and obtained a succession of states �n that
converge to the unknown state �, or to a Pauli partner hav-
ing the same distribution for the observables. Varying the
initial state we expect to find all Pauli partners because, in
the cases where we can know exactly all the Pauli partners,
the algorithm finds them all and therefore it becomes a useful
tool for the investigation of Pauli partners. This algorithm for
state determination was tested numerically for different sets
of observables and different dimensions of the Hilbert space
and it turned out to be quite an efficient and robust way to
determine a quantum state using complete measurements of
several observables.
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