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Monotonically convergent algorithms for solving quantum optimal control problems
of a dynamical system nonlinearly interacting with a control
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We develop a family of monotonically convergent iterative algorithms for solving a wide class of optimal
control problems in which a dynamical system interacts nonlinearly with a control. The key idea is to divide
a control into identical components and to introduce auxiliary steps to update each component at every iteration
step. The algorithms are proved to exhibit monotonic convergence, which is also numerically confirmed
through a case study of the control of molecular orientation. The numerical results show that high-quality
solutions can be obtained by using the present algorithms.
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I. INTRODUCTION

Quantum optimal control theory (OCT) provides a gen-
eral and flexible tool of designing a control to best manipu-
late a dynamical system [1-3]. Control achievement is ex-
pressed as a quantitative criterion, called a cost functional.
An optimal control is derived by maximizing or minimizing
the cost functional, which leads to control design equations.
As they are nonlinear coupled equations, it is often essential
to develop efficient solution algorithms to perform OCT-
based simulations. For this purpose, monotonically conver-
gent algorithms [4-10] as well as the Krotov variants
[11,12]) have been developed; however, these algorithms as-
sume linear interactions with respect to a control.

There exist dynamical systems in which nonlinear inter-
actions with a control play an important role. Examples in-
clude molecular dynamics in the presence of strong (non-
resonant) laser fields [13], such as molecular alignment or
orientation [14—19] and chemical reactions on distorted
potential-energy surfaces [20,21]. In this regard, some at-
tempts that apply optimal control simulations to such nonlin-
ear problems have been reported, in which gradient methods
[22-24], learning algorithms [25-27], an “approximately
monotonic” convergent algorithm [28], and so on [29] are
adopted.

The purpose of the present work is to develop a family of
monotonically convergent algorithms to solve optimal con-
trol problems of a dynamical system that nonlinearly inter-
acts with a control. Coupled equations are derived from the
two basic cost functionals, which are referred to as type I and
type II, that can describe a wide range of applications for
designing controls. The present algorithms are proved to ex-
hibit monotonic convergence. The algorithmic performance
is numerically illustrated through a case study of the control
of molecular orientation. In Sec. II, control design equations
are derived. We present the algorithms in the case of a
second-order interaction (Sec. III) and in the general case of
an Nth-order interaction (Sec. IV). The algorithms for solv-
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ing penalty-free optimal control problems are presented in
Sec. V. Some exceptional cases are discussed in Sec. VI. In
Sec. VII, numerical tests are implemented in a rigid-rotor
model system.

II. CONTROL DESIGN EQUATIONS

The system concerned here is assumed to be specified by
a state vector |u(t)), which can be a wave function, a quan-
tum density operator, and so on. The system interacts with a
time-dependent control, E(r), linearly through operator B3,
and nonlinearly through B,(n=2,3,...,N). The equation of
motion is expressed as

N
ZJu(0)= 3 BIEOTIu(), )

n=0

where 3, represents the field-free operator. All operators (3,
(n=0,1,...,N), which can be non-Hermitian, do not depend
on the control.

An optimal pulse maximizes or minimizes the cost func-
tional that quantitatively expresses a control objective. Here
we introduce two basic functionals F; and Fj; to quantita-
tively evaluate control achievement [6,9,10,30]:

Fr=2 Re(X[u(t) +2 Reff dr(Y(1)|u(z)) (2)
0
and
Frp=u(t)|Xlu()) + f fdt<u(t)|Y(t)|u(t)>. 3)
0

The type-I (type-II) functional has a linear (bilinear) form
with respect to the state vector. In Eq. (2), a target state at a
final time is specified by vector |X), while an intermediate
target over the control period is specified by |Y(z)). In the
case of the type-II functional, the physical targets are speci-
fied by two non-negative, semidefinite Hermitian operators X
and Y(z). The optimal pulse is often designed subject to a
minimum penalty, which is defined by

©2008 The American Physical Society


http://dx.doi.org/10.1103/PhysRevA.77.033414

YUKIYOSHI OHTSUKI AND KAZUYUKI NAKAGAMI

—_ t _ 2
G= fo drM)[E(t)] 4)

Here a positive function A(r) weighs the physical signifi-
cance of the penalty.

Taking into account the penalty, gross control achieve-
ment is assessed by J;=F;—G and J;;=F;—G. The coupled
pulse design equations are derived by applying the calculus
of variations to these basic functionals J; and J;;. In both
cases, the optimal pulse is expressed as

N
E(t) = N(1) 2 Re(&(0)|nB,LE®)] " |u2), &)
n=1

where |&(7)) is the Lagrange multiplier that represents the
constraint of satisfying the equation of motion, Eq. (1). In the
type-1 case, the equation of motion for the Lagrange multi-
plier is given by

N
Zlean=-3 BLEOVED- VD), ©)
n=0

with a final condition |&(7))=|X). In the type-II case, the
Lagrange multiplier obeys the equation

g0 = _S. BIEOTIED - YO, ()
n=0
with a final condition |£(z/))=X]u(z)). Equations (1), (5), and
(6) [Egs. (1), (5), and (7)] compose the coupled-control de-
sign equations in the type-I [type-II] case.

In the subsequent sections, we develop monotonically
convergent algorithms for iteratively solving the control de-
sign equations. The key idea is to divide the control E(¢) into
N identical components {E,(1); n=1,2,...,N}. All the ex-
pressions associated with the control in the control design
equations are represented by the symmetrical sum of prod-
ucts of these identical components. In each iteration step, N
auxiliary steps are introduced, in which one of the compo-
nents is updated. After the convergence, all the divided com-
ponents should be identical to each other.

III. SOLUTION ALGORITHM AND ITS CONVERGENCE
BEHAVIOR IN THE TYPE-I (N=2) CASE

For the sake of providing concrete descriptions, we first
consider the type-I case with N=2. When the solution algo-
rithm starts the iteration with |u( )(t )) using an appropriate
initial trial control E( (r) (n=1,2), the control design equa-
tions at the kth 1terat10n step (k=1) are summarized as fol-
lows.

Auxiliary step 1:

1) = {ﬂo Bl + 600

+ 3;E§k>(t)Egk-”(z)}|§§">(t)> -[Y®m) ¥

and
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%luﬁ”(r» =- {Bo + —[E“”(r) +E (0]

+ﬂzE(l")(t)E(zk‘”(t)}Iu(l")(t)% )
where the controls are expressed as
E{() = MORe(E 0I[B1 + 28,85~ (0]lus (1))
(10)
and

EP(0) = NORe(EP D[ B, + 2BEX " 0]uP (1)), (11)
Auxiliary step 2:

%E{zk)(t» =- {Bo + —[E“‘)(t) +EP 0]+ BzE(k)(t)E(k)(t)}

X|&0(0)) - Y (1) (12)

and

£|”(2k)(f)> =- {ﬁo + —[E(”(t) +EP(0] + ﬁzE(k)(l)E(k)(f)}

X [u (1)), (13)

where the controls are expressed as

EP(0) = NORE ][y + 28, ()] (1)) - (14)

and
EP(1) = NoOR(EPD)|[ By + 2B,EP ()][ul(r)).  (15)

The final and initial conditions are given by |§( )(t,)) |X) and
|u(k)(0 y=|up) (n=1,2), respectively.

To prove the monotonic convergence behavior, we con-
sider the difference in cost functionals between the kth and
(k—1)th adjacent iteration steps:

S J;k’k_ 1) _ J(k) (k—

= oF{Y - 56D (16)

Here we introduce the control achievement after the first
auxiliary step, which is defined by

I
F1" =2 Re(X|u(P(r))) + 2 Re f dr(Y(0)]ulP(r)).

(17)

Then, we have

5k—1/2)] + [ng—l/z) _

SF V= [FP - F F}™V] = 6F,+ oF,,

(18)
where OF, (n=1,2) is written as
y
SF, =2 Re(X|6ul(1)) + 2 Re f di(Y ()| u(2)),
0
(19)

with |8 (0)=lu (1))~ 1, )|l () = @), 1t is
convenient to introduce a function
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PP(1) =2 Re(& (0| 8P (1)), (20)

which gives P )(tf) 2 Re(X| 5u(k)(tf)) and P(k)(O) 0. In the
case of n=2, for example, by differentiating Eq. (20) with
respect to time, we obtain

PP = [0 - B R 0118, + 2850 0)]

X[ (1)) + [EX(r) = ES V(1) Re( &0 (1)]
X[y + 2B,EP 0]|ul? (1)) - 2 ReY (1) 8ul (1))
(21)

Substituting Eqgs. (14) and (15) into Eq. (21) and then inte-
grating the resulting equation over [0,7,], we have

Ty Fw
oF, = fz)\(){[E (1) - EP(]EP (1)

+[EX(1) - E¥ V(0)]1EP (1)} (22)
Similarly, we derive

OF, = f ! m{[E(")(t) EP@IEN @)

+[E0 ) - B @)ED (). @3)

As the penalty term at the kth step is expressed as

G = J T(){[E“‘)(t)]2 +[EP 0T, (24)

in the present algorithm, the substitution of Egs. (22)-(24)
into Eq. (16) yields

ST = f tfzx(){[ EY(0) - EL 0P +[ES (1) - Ef (O

+[E(0) - EPOP + [E0) - (0
0. (25)

which proves the monotonic convergence behavior. In the
present algorithm, the control is artificially divided into two
identical components E,(r) and E,(r). We show that the two
components actually approach the same control. Let E,(¢) be
the limit of Eflk)(t) as k— . Because of the symmetric form
of the interaction terms with respect to the auxiliary step
numbers {n}, the state vectors approach n-independent
states—i.e., [u,) )(t)>ﬂ|u(t)> and |§ﬁlk)(t))e|§(t)) as k— 0.
From Eqgs. (11) and (15), we have

E (1) = NORe(E(D)|[ By + 2B, (1) ]|u(r)) (26)

and

Ey(1) = NOR(ED|[ By + 2B,E,(D)][u(r)),  (27)
which lead to E;(t)=E,(z).
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Taking advantage of the flexibility of the algorithm, we
can simplify the iteration procedure. For example, each itera-

tion step can be described without using Eﬁ(r) (n=1,2) as

'B_J{ (k) (k=1)
SLER @+ ES (0]

J .
€00y =- {,30 +
+ B§E§k>(t)E§k‘l’(t)}Ié")(t» - ¥(). (28)

with the final condition |§(k)(tf))= 1X), and

%lu<’<>(r>> =- {Bo + —[E“”(r) + EX(0]+ BzE(k)(t)E(k)(t)}
X|u®(1)), (29)

with the initial condition [#¥(0))=|uy). The controls at the

kth step are expressed as

EP(1) = NoORe(EV D[ B, + 28,E5 " (0)][u* V(1))
(30)

and

EY(0) = NOR(EVD|[B) + 28,EP 0]u® (). (31)

IV. SOLUTION ALGORITHM IN A GENERAL CASE

We extend the algorithm developed in the previous sec-
tion to a general case in which the equation of motion of the
system is given by Eq. (1). The symmetrically divided com-
ponent that is improved at the nth auxiliary step of the kth
iteration step is written as Eflk) (t) (1=n=N). We also intro-
duce Eflk)(t) that connects the nth auxiliary step with the pre-
vious auxiliary step. It is convenient to introduce the follow-
ing notation to systematically represent the algorithms:

EP(n)  (j<n),
e =1EX(  (=n), (32)
ESV@) (> n),

and

E® i <n),
o )= {,(r) (G=n) .

ESV(@) (> n).

The components E"l(f)(t) and Eflk)(t) are, respectively, ex-
pressed as

EP(1) = NORe(EX (1) BX[u®, (1) (34)
and
EV(1) = N(0)Re( &9 ()| B |uX (1)), (35)
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where |u(()k)(t))E |u§5_1)(t)>. In Egs. (34) and (35), the operator
BY is defined by

N
NB,,
BY=p, + E = 2l 0y ),
m=2 NCm J1<<Um-1
(36)
where
N N
>SW = > (i #F e e #0). (37)
1< <Jmei < <Jm=1

We consider the solution algorithm that starts the iteration
with |u§8)> using an appropriate initial trial control E’go)(n
=1,2,...,N). The type-I control design equations at the nth
auxiliary step of the kth iteration step (k=1) are

N N

T
Zghiy=-1 g+ S 2 S @ ol 0

m=1 NC’”/I< <im
x[&0(0) - [Y (1)), (38)
with the final condition |§flk)(tf)>=|X), and

N

rS B 8,0 e, 0

m= lNijl< <Jm

X[u®(1)), (39)

d

21000y =
u, (1) =
&t|"()>

with the initial condition |uflk)(0)>=|u0). In the case of the
type-II control, instead of Eq. (38), the equation of motion
for the Lagrange multiplier is expressed as

N
9 B (k)
at|§£l )= ﬁO + mzl NCm“<E<jm €n)j, (0 n)] (1)
X|EX (@) = Y(0)]u®, (1)), (40)

where the final condition is given by |§ff)(tf)>:X|uflk_)l(tf)>.

For the type-I control, the monotonic convergence behav-
ior is proved in the Appendix. Similarly, we can prove the
monotonic convergence behavior in the type-II case (not
shown), provided that the Hermitian target operators X and
Y(r) are non-negative and semidefinite. Note that we can
introduce an inhomogeneous term and/or a dissipation term
into the equation of motion (1) without changing the above
algorithms. The present algorithms also allow the dynamical
system to be a classical one, as long as the equations of
motion have a linear form in the system state.

V. ALGORITHMS FOR SOLVING PENALTY-FREE
OPTIMAL CONTROL PROBLEMS

Similar algorithms to those developed in the previous sec-
tions are applicable to optimal control problems that do not
include the penalty term, Eq. (4). Cost functionals in type-I
and type-II cases are given by J,=F; and J;,=F,;, respec-
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tively. Considering the nth auxiliary step of the kth iteration
step in the type-I case, we have the same equations as Egs.
(38) and (39), in which the controls now should be replaced
with the following expressions:

EX()=Ef (@) + 680(r) (41)
and
ED1) = EX V(1) + 5eX(r), (42)
with
5& (1) = NP (Re( X (1)BY [l (1)) (43)
and

5e(1) = AP (Re(eP (1) B |u (1)) (44)

As the exclusion of a penalty removes a portion of the con-
straints from the optimal control problems, some degree of
flexibility is introduced into the above solution algorithm. In
fact, the positive function )\;k)(t) is a convergence parameter
rather than the amplitude function that weighs the physical
significance of the penalty. It can have a step-dependent
value that characterizes the convergence behavior of the al-
gorithm.

The monotonic convergence behavior of the algorithm is
proved in the same way as that described in Sec. IV. Follow-
ing the Appendix, the difference in type-I cost functionals
between kth and (k—1)th adjacent iteration steps is given by

seP(n)]?

N
5J5k’k_l) — E
n=1

+[8€9(1) - X (1) + [6eX (1]}
=0, (45)

which proves the monotonic convergence. If the iterative cal-
culation converges, we have 5E£lk)(t)= 6eflk)(t)=0, which leads
to

Re(&0(1)|BX[uP(1) = 0. (46)

This gives the first-order variational optimality condition
6J;=0.

We have a similar monotonic convergence algorithm for
the type-II functional (not shown). As shown in Secs. III and
IV, we can even skip some of the auxiliary steps needed to
calculate 5E(nk)(t), while retaining the monotonic convergence
behavior of the algorithms.

VI. EXCEPTIONAL CASES

There are cases in which the algorithms in Secs. III and
IV cannot be used. As an example, consider the type-I cost
functional that contains the penalty. In the present work, the
penalty is expressed as the integral of the square of the con-
trol over the control period, tE€[0,/]. If there is only a
second-order interaction with respect to a control in the
equation of motion, then the expression of the optimal con-
trol in Eq. (5) is reduced to
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2M(DRe(E(0)| Bolu(0)y = 1. (47)

As the control does not appear explicitly in Eq. (47), the
algorithms developed in Sec. III cannot be used to solve the
control design equations. One idea would be to add an arti-
ficial linear interaction term with a negligibly small value.
However, we have checked that such a procedure introduced
numerical instabilities and no optimal solution can be ob-
tained.

Here we briefly comment on how to overcome this diffi-
culty. One approach is to adopt a penalty-free cost functional
that does not contain the penalty. An alternative approach
[31] is to add an appropriate reference control E, A1) to the
control to be designed in order to introduce a time-dependent
linear interaction term in Eq. (47). Through numerical tests
(not shown), we have confirmed that these two approaches
provide an effective means to obtain stable solutions. A third
approach is to modify the penalty term in which, for ex-
ample, the integrand is expressed as a quartic form with re-
spect to a control. In this case, the equation of motion has a
linear interaction with respect to I(t)=[E(f)]* and the inte-
grand in the penalty has a quadratic form with respect to I(z).
Then, a conventional monotonically convergent algorithm is
used to solve the coupled design equations expressed in
terms of /(). However, we have seen that this procedure
often leads to a negative solution (not shown), which is in-
consistent with the non-negative property of I(z).

VII. NUMERICAL TESTS

Numerical tests are implemented in the orientation control
of a rigid rotor that models the rotational states of HCN in its
electronic ground state [28]. In the present examples, we
consider the case where penalty costs are taken into account.
The primary purpose here is to numerically evaluate the con-
vergence behavior of the algorithms rather than to examine
control mechanisms.

We assume that the system interacts with a linearly polar-
ized time-dependent electric field E(¢) coupled through a per-
manent dipole moment wu and polarizability components ¢
and « . Then, the Hamiltonian is expressed as

E(1)
-
(48)

H'=BJ? - uE(f)cos 0— [(qy—a,)cos’ O+ a,]

where B is the rotational constant, J is the angular momen-
tum operator, and 6 is the polar angle between the polariza-
tion vector of the laser and the molecular axis. As we are
concerned with the orientation control by resonant rotational
excitation processes [25,28,29], both the permanent dipole
and polarizability coupling terms are included in Eq. (48).
(Note that if we use a laser with higher frequencies that
induces nonresonant excitation processes, the Hamiltonian
can be replacaed by a time-averaged one that solely contains
the induced interaction with a pulse envelope [32,33].) The
time evolution of the system is described by a density opera-
tor p(¢) that obeys the quantum Liouville equation
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i (1) = [H' p(0)] (49)

In the following simulations, time and energy are measured
in units of the rotational period, T,,,=h/2B and #/T,,,, re-
spectively, whereby the electric field is expressed as
ME(t)/B. The density operator is expanded in terms of
spherical harmonics Y, and the time evolution of the ex-
pansion coefficients is numerically integrated by the Runge-
Kutta-Fehlberg method.

Our aim here is to achieve the orientation control at a
specified final time. In the following, we assume #,=15 in
units of 7,,, as an example. The relation between the choice
of a final time and control mechanisms will be discussed
elsewhere. The control achievement is evaluated by the
type-I (N=2) functional with a penalty term, in which the
target vectors are set to X=(cos #)/2 and Y(r)=0. To assure
smooth rise and decay of a control pulse, we introduce the
amplitude function in the penalty that is expressed as

No sin(7rt/2A) (0<tr<A),
NGERRN A<t<t-4), (50
)\0 Sin[?T(tf—f/ZA)] (ff—A<t<tf),

with A=2. The coupled pulse design equations are solved by
using the simplified iteration algorithm shown in the last
paragraph of Sec. III. As we are concerned with the perfor-
mance of the solution algorithm, we consider the zero-
temperature case below, in which the lowest 11 basis func-
tions are sufficient for computational purposes. When we
adopted the original value of the polarizability, we could not
find any effects originating from the induced dipole in our
numerical examples. Because our purpose here is to evaluate
the algorithmic performance in the presence of a nonlinear
interaction, in the following simulations, we assume a ficti-
tious model system that has 10* (Figs. 1 and 2) and 10
(Figs. 3 and 4) times larger values for the polarizability com-
ponents.

Figure 1 shows the convergence behavior for \yg=1, 3,
and 10. When the difference in value of the adjacent func-
tionals is smaller than 1077, we regard the calculation as
converged. The converged value of the cost functional is
denoted by J. In Fig. 1, the ordinate shows the logarithm of
the difference between J and the cost functional at the kth
iteration step J®. The abscissa represents the logarithm of
the number of iteration steps, k. We observe monotonic con-
vergence although the number of iteration steps required to
achieve the convergence considerably depends on the value
of N\y. The larger value of A\ leads to better control achieve-
ment, which may result in greater difficulty in finding the
optimal solution. We also see small oscillating structures.
This could be because we used the simplified algorithms in
which some of the auxiliary steps are neglected and/or be-
cause of the intrinsic numerical difficulty in the solution
search originating from the interaction via the polarizability.

Figure 2(a) shows the optimal pulse in the case of X\,
=10 (solid line) and the initial trial pulse (dotted line). In our
scheme, we artificially divide the electric field into two com-
ponents in a symmetrical fashion. As these components con-
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LoglO[J-J(k)]

0 1 2 3
Log, (k)

FIG. 1. Convergence behavior when N\g=1 (solid line), Ay=3
(dashed line), and \y=10 (dotted line).

verge virtually to a single limit, we cannot recognize the
difference in Fig. 1(a). The time evolution of the target ex-
pectation value is plotted in Fig. 2(b). At the final time, it has
a value of 90.0%.

To more clearly see the effects of the polarizability on the
convergence behavior, here we assume 10° times larger val-
ues for the polarizability components. In this example, we set
the amplitude parameter and the convergence criterion to
Ao=10 and 107°, respectively. Starting with the initial trial
field shown in Fig. 1(a), the calculation converges after 360
iteration steps. Figure 3(a) shows the difference between
symmetrically divided electric field components, E,(f)
—E,(#). Unlike the results in Fig. 1(a), we can see a non-
negligible difference between E|(¢) and E,(r). We calculated

0.4 I (a) ]
0.2

0.0 At e N M

EM)f

-0.2

-0.4
1.0-_:.:.;.:.:.:.:.__

0.5
0.0f

<coso>

0.5F

B A
0 5 10 15

FIG. 2. (a) Optimal pulse in the case of Ag=10 (solid line) and
initial trial pulse (dotted line). Time is measured in units of the
rotational period, T,,,=h/2B (also see text). (b) Target expectation
value as a function of time.
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02 T T T T T T T T
2l L ()
2 01t -
200
M -0.1
0.2
0.2
3/m
=01
= 0.0
o O1F i
02} i
n n n n 1 n n n n 1 n n n n
0 5 10 15

t/T
Tot
FIG. 3. (a) Difference between symmetrically divided electric
field components, E;(t)—E5(1). (b) Difference E,(t)—E(1) after two
extra calculations (see text).

the target expectation values by using E(r)=nE(¢)+(1
— ) E, (1) for several values of 7&€[0,1] and found that the
expectation values hardly depended on the choice of E(z).
Polarizability couples with the square of an electric field,
which introduces ambiguity in the phase of the electric field.
This could reduce the sensitivity in searching for an optimal
solution. To reduce the difference, for example, we can re-
start the iteration with the averaged electric field [E,(r)
+E5(1)]/2. As shown in Fig. 3(b), the difference becomes
much smaller than that in Fig. 3(a). The result in Fig. 3(b) is
obtained by performing such extra calculations two times. In
the first (second) extra calculation, 169 (7) iteration steps are
required to meet the convergence criterion.

Figure 4(a) shows the optimal pulse after the two extra
calculations. The pulse is characterized by a highly asym--
metric structure. Such an asymmetry introduces asymmetric
interaction into the molecule, which leads to efficient orien-

2.0-_' T T T T T T T T T T T T I__

- (@)

15E

E(O

1.0
05 ¢
0.0

05E
10 F

AO0F L ]

0 5 10 15
t/T

rot

FIG. 4. (a) Optimal pulse after two extra calculations [Fig. 3(b)].
(b) Target expectation value as a function of time.
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tation control. From Fig. 4(b), the time-dependent expecta-
tion value has a value of 94.2% at the final time.

VIII. SUMMARY

We have presented a family of monotonically convergent
algorithms to solve quantum optimal control problems, in
which a system interacts nonlinearly with a control. Control
design equations are derived from two basic functionals—
i.e., type-I and type-II functionals—which describe a wide
range of physical criteria with or without being subjected to
control costs. We presented algorithms when the equation of
motion includes nonlinear interaction up to the second order
in a control (Sec. III), those in a general case, in which the
equation of motion includes nonlinear interactions up to an
arbitrary order (Sec. IV), and those for solving penalty-free
optimal control problems (Sec. V). We have proved that all
the algorithms exhibit monotonic convergence. In Sec. VI,
we examined exceptional situations in which the local opti-
mality condition does not lead to the expression of a control
in an explicit form and discussed several practical ways to
overcome the difficulty. In Sec. VII, to numerically show the
algorithmic performance through a case study, we have ap-
plied the algorithms to the orientation control of a rigid rotor
that models the rotational dynamics of HCN in the electronic
ground state. In the examples, the penalty costs are taken
into account. A high degree of orientation is achieved by
controlled rotational transitions through electric dipole and
polarizability interactions. Numerical results confirm that the
present algorithms show monotonic convergence behavior
and possess high sensitivity in searching for optimal solu-
tions.

When a dynamical system linearly interacts with a con-
trol, optimal control simulations are typically done by
using monotonically convergent algorithms. As the present
algorithms possess monotonically convergent properties,
they can be useful tools for solving optimal control problems
of a dynamical system nonlinearly interacting with a control.
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APPENDIX: PROOF OF THE MONOTONIC
CONVERGENCE OF TYPE-I ALGORITHMS

Consider the difference in cost functional between the kth
and (k- 1)th adjacent iteration steps:

5J5k,k—l)=J§k)_J;k—l)= 5F§k,k—l)_ SGHED (A1)
where the difference in penalty term is expressed as

. N
SGUk=1) — ff Nj\lit) 2 {[Equ)(t)]Q - [Eik_l)(t)]z}. (A2)
0 n=1

We introduce an auxiliary functional that evaluates control
achievement at the nth auxiliary step of the kth iteration step:

I
FE =2 Re(X[u())) +2 Re f di(Y (1) u®(1)),
0

(A3)

with n=1,2,...,N—1. Using the auxiliary functional, the
difference 6F§k’k_1) is expressed as

N N
SFUkkD) = 3 [ plk-tenih) ng—1+(n—1)/1v]] =3 sF,.
n=1 n=1
(A4)
Substituting Eq. (A3) into F,, we have
It
SF, =2 Re(X|6ul (1)) + 2 Re f dr(Y(1)| su(1)),
0
(AS)

where |8u (1)) = (1)~ [u® (1)) with [0 (1)) = (0)).

To express OF, in terms of controls, we introduce a func-
tion

PO(1) =2 Re(eX (1) aulP(1)), (A6)

whose initial and final values are given by Pflk)(O):O and
P;k)(tf) =2 Re(X]| 5u£lk)(tf)), respectively.
Differentiating Eq. (A6) with respect to time, we have

N N
Ba
S 300 a 0lad o)

m=1 Nijl<~~~<jm

N
L2 Re(EV()] S L

m=1 Nijl<-~<jm

N
2 ey, (0 el O 0)

N
(A7)
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From the definition of the notation {€~) (1)} and {€* (1} in N N N
(n)j (n)j E _ E(n) E S ey S
Egs. (32) and (33), we note that ' = T (B 0y
@ ® . F I M S T A
,,)j(t) = f(n)j(t) = €(;- 1)](1) (G #n) (A8) (A10)
and
el =EP@1), & 0=EP, The Kronecker delta in Eq. (A10) originates from the
fact that only one of the dummy indexes is equal to n
58? MOE Eglk_l)(t). (A9)  because j; < <j,. In Eq. (A7), the terms involved in the

o . . ) L summation 2 <...<; (n) are canceled. The summation asso-
We divide the summation with respect to {j;,...,j,,} into T m

two parts, one of which does not involve n and the other ~ ciated with Ej1<~~~<jm(5n,jl+---+5n’jm) is, for example,
involves n: rewritten as

N

S B S (e el L0, (0

m= lNijl< <jm

N N
_B B = B =
BP0+ 2 EY e, 0+ E e OB |+ 2 BP0, (0@, (0
NCI N2 | n<j, N©3 L n<jr<j3
+ 2 & WE &), (0 + 2 &) (t)éﬁb}t)@”(ﬂ] +
J1<n<j3 J1</»<n
(k)
NpB, ®) NB; W ®) 0]
= ﬁl E(H) n] (t) +— E(n) (n] (t)e(n)] (t) +
NG J1 ! NC3 J1<U2 : ’ N
E(k)(t)
:Bn(k)"T, (A11)

where B, is defined in Eq. (36). The substitution of Eq. (A11), etc., into Eq. (A7) yields

%P(")(t)+2 Re(Y(1)|6u(0)) = [EP(1) - EV (0] = Re(ék)(t)lB () +[EX (1) - EF V(0] Re<5k>(t)|3 s (1))

Nx(){[ EP ) - EPOIED (1) + [EX (1) - ESV(0]EP (1)} (A12)

If we integrate Eq. (A12) over rE€[0,1,], we have

OF, = j ! NM){[E“‘)(r)]%[E")(r) EPOP+[EX@) - EFV 0P - [EX V(0. (A13)

Equation (A13) is used to rewrite Eq. (A4) in terms of controls. If we substitute the resulting expression into Egs. (A1) and
(A2), we have

N

SIMN =3 8F, - 8GHAD = f ’ NMZ)E {EL @) - EX )P+ [EX (1) - ES V(0 = 0, (A14)

n=1

which proves the monotonic convergence behavior of the algorithm.
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