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Atomic coherence phenomena are usually investigated using single beam techniques without spatial reso-
lution. Here we demonstrate state-selective imaging of cold 85Rb atoms in a three-level ladder system, where
the atomic refractive index is sensitive to the quantum coherence state of the atoms. We use a phase-sensitive
diffraction contrast imaging (DCI) technique which depends on the complex refractive index of the atom cloud.
A semiclassical model allows us to analytically calculate the detuning-dependent refractive index of the
system. The predicted Autler-Townes splitting and our experimental measurements are in excellent agreement.
DCI provided a quantitative image of the distribution of the excited-state fraction, and compared with on-
resonance absorption and blue cascade fluorescence techniques, was found to be experimentally simple and

robust.
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I. INTRODUCTION

We have developed an off-resonant imaging technique to
investigate atomic coherence phenomena such as electro-
magnetically induced transparency (EIT) [1], coherent fre-
quency upconversion [2], and “slow light” [3] in a magneto-
optical trap (MOT). These processes have typically been
studied using techniques without spatial resolution. Imaging
offers the potential for obtaining additional information. For
example, capture and storage of three-dimensional light
fields using EIT [4] could benefit from imaging to provide
spatial information about the atomic coherence of the atoms
involved. Combining diffraction-based phase imaging with
control of the internal state of the imaged atoms using a
probe laser, we could potentially explore techniques for en-
hancing the imaging (e.g., by modifying the refractive in-
dex), or for directly measuring the control process itself.

Imaging of the distribution of excited-state atoms has be-
come of interest recently, for example, to control the forma-
tion of samples of cold Rydberg atoms [5-7] with defined
spatial distribution. Cold Rydberg gas is created by laser
cooling and trapping atoms and then exciting them to a Ry-
dberg state, usually in a two-step process which relies on an
excitation laser to provide the first excitation step from the
ground state (see Fig. 1). The shape of the Rydberg sample
can be controlled by spatially profiling the laser beams for
either excitation process. Excited-state imaging can provide
the feedback to control this process, for example, in dipole
blockade [8,9] and coherent excitation [10] experiments.

Imaging feedback is also needed for creating ultracold
plasma (UCP) with controlled spatial distribution [11]. UCP
is created by photoionization of an ultracold atom cloud,
leaving a plasma with very low initial electron (and ion)
temperature, which could allow generation of a very-high-
brightness electron beam [12]. It has been calculated [13]
that the emittance of such a source could be optimized by
controlling the initial spatial distribution of the electrons,
which is determined by the distribution of excited-state cold
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atoms and the spatial profile of the photoionization laser.
Thus, emittance optimization will require imaging of the
excited-state atom distribution, with feedback to the spatial
profiles of the excitation and photoionization lasers.
Conventional imaging techniques such as on-resonant ab-
sorption imaging are simple and effective. However, absorp-
tion imaging is inherently destructive to the cold atom cloud,
and critically sensitive to experimental parameters such as
defocus, detuning of the imaging laser, and optical align-
ment. For excited-state imaging, these difficulties are com-
pounded by the need for filters to remove unwanted fluores-
cence from the image, which introduce noise and
interference fringes. Phase imaging techniques, including
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FIG. 1. (Color online) Simplified Rb level scheme showing Ry-
dberg states, ionization threshold, 55-5P-5D ladder system used for
state-selective imaging, and 6D state which leads to blue fluores-
cence at 420 nm. Atoms are cooled and maintained in the excited
5P state by the 780 nm laser. A 480 nm beam will excite to Rydberg
states or photoionize the atoms, producing cold electrons. The
excited-state atom distribution was determined by imaging the
SP-5D transition at 776 nm.
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FIG. 2. (Color online) Diffraction contrast imaging records the
diffraction pattern of an off-resonant plane wave incident on a cold
atom sample.

Zernike phase contrast, are experimentally demanding and
quantitative only for a limited range of phase shifts. We have
previously demonstrated diffraction contrast imaging (DCI)
[14], an off-resonant imaging technique based on retrieving
the object phase from Fresnel propagation of a diffracted
imaging beam. The technique is quantitative, minimally de-
structive, and less sensitive to experimental parameters than
either conventional absorption imaging or classical phase im-
aging.

Excited-state imaging is experimentally challenging re-
gardless of the imaging method. The expected incoherent
excitation fraction of the 5P state is limited to 50% and the
natural linewidth of the 776 nm excited-excited transition is
only 600 kHz, approximately 10 times smaller than the
ground-excited 780 nm transition. The narrow linewidth, and
hence slow decay rate from the 5D state, limits the absorp-
tion of the 776 nm beam. Coupled with the smaller (50%)
population in the 5P state, it results in low relative absorp-
tion (5%) of the 776 nm imaging beam. In combination, the
signal-to-noise ratio for simple 776 nm absorption imaging is
expected to be 20 times lower than for 780 nm. Fortunately,
high atomic density and small cloud size, which are inher-
ently desirable for many applications of interest including
UCP production and EIT imaging, enhance the imaging con-
trast, particularly for diffractive imaging (DCI).

II. THEORY

Figure 2 shows the arrangement for diffraction contrast
imaging. An off-resonance probe laser beam incident on a
cloud of cold atoms experiences a spatially dependent ab-
sorption and phase shift, and then propagates to a spatially
resolving detector, such as a CCD camera, which records the
object diffraction pattern. Algebraic linear inversion of the
Fresnel diffraction relation in Fourier space returns a quanti-
tative measurement of the column density p(x) of the sample
for transverse spatial coordinates x= (x,y). The column den-
sity of the object is defined as the integral of the atomic
number density, N(r) along the optical path:

0
P(X)=f N(r)dz. (1)

The relation between the Fourier transform of the normalized
contrast of the diffraction pattern, F{(I-1;)/1,}, and the Fou-
rier transform of the column density at the object, F{p(x)}, is
given by [14]
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]-'{ I; 10} = 2k[ 8 sin(mhzu?) — B cos(mhzu?) | F{p(x)},
0
(2)

where k=2m/\, \ is the wavelength of the probe laser, z is
the propagation distance, and u is the spatial frequency con-
jugate to X. ¢ and S are the phase and absorption coefficients,
where ¢p=kop and w=kpBp are the phase shift and absorption
of the atomic cloud. The refractive index of the atom cloud is
then

() =1+ (9 T2 5+ ). 3)

The cross section for the imaging transition, oy, is defined in
terms of the total electron angular momentum quantum num-
bers J and J' of the ground and excited states of the transi-
tion [15],

_(2J’+1)7\_2

P01+ 1) 27 “)

where we sum all allowed hyperfine levels and magnetic
substates for any given probe polarization. Quantitative re-
trieval of the column density requires knowledge of the
(absorption)/(phase) ratio, 8/ 8, for all transverse position co-
ordinates. Previous work [14] has assumed a two-level atom
approximation to derive an analytic (absorption)/(phase) ra-
tio depending only on the probe detuning. For excited-state
imaging, a two-level approximation is not appropriate due to
the perturbing effect of the excitation laser field. Rubidium
atoms in the 5P state decay to the ground state via sponta-
neous emission with a lifetime of approximately 26 ns, much
shorter than typical imaging exposure durations
(10100 us). To maintain atoms in the 5P excited state, the
780 nm cooling or excitation light must remain on, perturb-
ing the atomic eigenstates.

A. Complex refractive index

Treating the atom-field interaction semiclassically, the re-
fractive index can be determined using a density matrix for-
malism [16,17]. The density matrix elements were calculated
using optical Bloch equations [18] (OBEs) for three-level
atoms (58, 5P, 5D; see Fig. 1) with two coupling laser fields.
The system is described by six coupled differential equa-
tions, which can be solved by numerical integration for
steady-state conditions, but an analytical expression for the
density matrix elements was achieved by recasting the opti-
cal Bloch equations into vector form [19],

—=M-p, 5

o p (5)
where M is a 9 X 9 matrix for a three-level system. Since we
want the steady-state solution, the left-hand side of Eq. (5) is

0. Finding the steady-state solution amounts to finding the
null space of the matrix M, simplifying the problem consid-
erably. The density matrix elements, and hence the refractive
index, are given by the eigenvectors of the system.
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FIG. 3. (Color online) Analytical result for the phase and ab-
sorption on the 776 nm transition for a three-level model of Rb, in
the weak coupling limit on the 776 nm beam. The two-level results
(dashed line) are clearly not valid for excited-state imaging.

The exact solutions for both the real and imaginary parts
of the susceptibility were found using this method, each of
which contained approximately 100 terms. In the weak cou-
pling limit on the 776 beam, a first-order Taylor expansion
gives a more manageable result for the absorption ratio, 3/ 5,

= (6)

B Tyl + 4A0756) +TQ3,
S 2A(I% +4A%,0) — 2877605,

where I') and A, are the linewidth and detuning of the tran-
sitions at wavelength N, I'=T"740+1"775, A= A5+ A576, and
Q750 is the Rabi frequency of the 780 nm laser [20]. The
absorption ratio depends entirely on known parameters:
Beam detunings, natural linewidths, and the cooling beam
Rabi frequency, which can be calculated from the measured
excitation beam intensity. The calculated absorption and
phase components of the 776 nm susceptibility are shown in
Fig. 3, for Asqy==3T". Autler-Townes energy level splitting
[21,22] is evident in the predicted spectrum of the 776 nm
laser, caused by the strong perturbing influence of the ap-
plied 780 nm field. The energy level splitting (AE) increases
with 780 nm detuning and with 780 nm power [23],

AE = i\ Qg + Ay (7)

To maximize the phase shift and thus imaging contrast, the
776 nm probe must be detuned, e.g., to +40I'7,¢. Although
not investigated here, imaging as a function of A,;¢ provides
a detailed measurement of the Autler-Townes effect, with
spatial resolution. Note that near resonance, the 6 MHz line-
width of the 780 nm transition broadens the effective line-
width of the 776 nm transition. The broadening is reduced by
any detuning of the 780 nm excitation beams, so that the
expected signal-to-noise ratio (SNR) for excited-state imag-
ing remains low.

A comparison of the first-order approximation [Eq. (6)]
with the exact result is shown in Fig. 4, for typical experi-
mental parameters. The energy level splitting shows good
agreement. Note that in our image retrieval results we use the
exact result for the ratio.
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FIG. 4. (Color online) Calculated absorption and phase for the
776 nm transition, showing exact analytic (solid line) and first-order
approximation [Eq. (6); dashed line], for typical experimental pa-
rameters (A;gy=-3T", (750=30 MHz).

B. Simulations

The term in square brackets in Eq. (2) is the contrast
transfer function (CTF), h(u,z),

h(u,z) = 8 sin(mhzu?) — B cos(mhzu?). (8)

Spatial frequencies corresponding to the zero values in the
CTF must be regularized during reconstruction of the col-
umn density, to avoid division by zero. This is done by
means of the Tikhonov method [24] which smoothly interpo-
lates across the poles. The Tikhonov filtered CTF is given by

1 h(ug)
h(wz) h(uz)?+a®

)

where a large value of the Tikhonov parameter, «, increases
SNR, but reduces fine detail and increases error in the re-
trieved column density. A value of @=0.1 to 0.3 is generally
acceptable [25].

To determine the accuracy of the retrieval process, a
simulation was performed using diffraction patterns calcu-
lated from known input column densities. Immediately after
the atom cloud, the output wave (at z=0) is described by
multiplying the incident wave, f;,, by the complex transmis-
sion function of the cloud,

f(x,2=0) = fo exp[- u(x) +ip(x)]. (10)
The wave field at an image plane (z>0) is found by Fourier

transforming, multiplying by the Kirchoff propagator /(u,z),
and inverse Fourier transforming

f(x,2) = FH{F[(x,2= 0)}h(u,2)}. (11)

The plane wave free-space propagator is given by

fz(u,z):exp(Zm’z\/%—uz). (12)

The column density was then retrieved from this calculated
diffraction pattern using Eq. (2), and compared to the known
input column density. A typical diffraction pattern and the
retrieved column density is shown in Fig. 5. The incident
beam and the atom cloud were constructed and placed asym-
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FIG. 5. (Color online) Simulation of diffraction contrast imag-
ing, showing input excited-state column density (left-hand side),
calculated excited-state diffraction pattern at z=130 mm (center),
and retrieved column density (right-hand side). Vertical column
density line profiles through the peak are shown below. The 776 nm
probe beam was simulated with a Gaussian intensity profile of 5
mm FWHM, detuned 2 I';;5 from absorption resonance. The re-
trieval was regularized with a=0.2.

metrically within the image array to ensure that any bound-
ary artifacts of the fast Fourier transform were immediately
apparent. The input column density was defined as two over-
lapping Gaussian column density distributions with different
dimensions and peak column densities. The retrieved column
density shows good agreement with the initial column den-
sity, with noticeable differences introduced only at the peaks
of the atom cloud. This error can be reduced significantly by
reducing the value of the Tikhonov parameter, «, as shown in
Fig. 6, but at the cost of increased high spatial frequency
noise. The full width at half-maximum (FWHM) of the re-
trieved column density profiles remains consistent with the
input column density over a much larger range of « values.
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FIG. 6. Normalized error (difference divided by sum) in the
peak column density retrieved from simulated excited-state diffrac-
tion patterns at a propagation distance of 130 mm, for the object
shown in Fig. 5.
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FIG. 7. (Color online) Simplified schematic of the imaging
beam locking arrangement. Lenses, mirrors, wave plates omitted for
clarity. The frequencies of the laser beams are given relative to the
F=3—F'=4 (780 nm) and F=4— F'=5 (776 nm) transitions.

III. APPARATUS

Experiments were performed with a magneto-optical trap
(MOT) in a o* (circularly polarized) arrangement [26,27].
Cooling and trapping were performed on the 5S,F=3
—5P5,F'=4 hyperfine transition of 3Rb, with external-
cavity diode lasers (ECDLSs) frequency stabilized using satu-
rated absorption spectroscopy [28-30]. A semiconductor ta-
pered amplifier [31] provided a total cooling beam power of
150 mW at the MOT, after fiber coupling. The cooling beam
diameter at the MOT was approximately 20 mm (1/¢?).
Anti-Helmbholtz coils produced a quadrupole magnetic field
with a gradient of 10 G/A cm, with a maximum coil current
of 6 A. An additional 780 nm repump laser, locked to the
F=2—F'=3 hyperfine transition, was copropagated along
one axis of the cooling beams. Rubidium vapor was pro-
duced by a dispenser source.

Imaging probe beams at 780 nm and 776 nm were pro-
duced with two additional ECDLs. The 780 nm imaging la-
ser was frequency stabilized to the F=3— F'=4 transition
using saturated absorption spectroscopy. The 776 nm imag-
ing laser was frequency-stabilized using Doppler-free two-
color spectroscopy (Fig. 7). The 776 nm locking reference
beam was counterpropagated through a heated rubidium va-
por cell (50 °C), coaxial with a frequency-shifted 780 nm
reference produced from the stabilized 780 nm imaging laser
via a double-pass acousto-optic modulator (AOM). The
AOM frequency was modulated at 250 kHz, and the lock
signal generated by demodulation of the dispersive absorp-
tion signal of the 776 nm beam. The 776 nm beam could be
detuned easily and accurately by varying the 80 MHz AOM
carrier frequency. The laser frequencies were offset from
their respective resonances to allow for the frequency shift of
single-pass AOMs used to provide high-speed switching of
the imaging beam. The 776 nm and 780 nm beams were
coupled into the same fiber, so that comparable ground- and
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FIG. 8. (Color online) Schematic of the imaging beam path and
MOT vacuum chamber. Only two of the six cooling beams are
shown.

excited-state images could be acquired consecutively, using
either the 776 nm or 780 nm probe beam. Excitation to the
5P state was provided by the cooling and trapping lasers,
which remained on during imaging.

At the vacuum chamber, the imaging beam from the fiber
was collimated to produce a Gaussian beam with 1/¢? diam-
eter 10 mm (Fig. 8). A 200 mm lens (micro-Nikkor AF 200
mm f/4) allowed the effective defocus distance to be varied,
enabling both DCI and in-focus imaging to be performed
with minimal changes to the apparatus. Images were taken
with a CCD (Apogee Alta U2000 ML 1600 X 1200 pixels).

Atoms excited to the 5Ds), state can decay to the 6P5),
state, emitting 5 um infrared and 420 nm blue light (Fig. 1).
The 420 nm fluorescence is proportional to the population in
the 5Ds), state and thus proportional to the 776 nm absorp-
tion. Blue fluorescence images were obtained by directing a
776 nm excitation beam off the imaging axis, to avoid satu-
rating the CCD, via a removable mirror.

780 nm fluorescence created a strong background, sub-
stantially reducing the image contrast for 776 nm in-focus
absorption imaging, and completely saturating blue fluores-
cence imaging. To separate the imaging probe beam at 776
nm from the fluorescence at 780 nm, i.e., only 4 nm separa-
tion, a very narrow bandpass filter was required. An effective
filter was created from a heated rubidium vapor cell. Absorp-
tion of the 780 nm fluorescence was much stronger than on
the 776 nm probe beam, and a 10 cm vapor cell at 85 °C
reduced the 780 nm fluorescence to negligible intensity in a
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FIG. 9. (Color online) Attenuation of 780 nm and 776 nm light
by a heated 10-cm-long vapor cell narrow-bandwidth atomic filter.

1 s exposure. The temperature dependence of the 776 nm and
780 nm attenuation is shown in Fig. 9. In addition, a hot or
cold filter (Thorlabs FM03, <10% transmission below 630
nm) was used during 776 nm absorption imaging to remove
any blue fluorescence. Both filters were removed for 780 nm
imaging.

Initial 776 nm imaging results exhibited poor signal-to-
noise ratio. To increase the atomic density, a compressed
MOT (CMOT) technique was employed [32]. Initially, the
coils (and hence the trap) were off, to record a background
image. The rubidium dispenser was then driven at high cur-
rent (5 A), the cooling beam detuning set at —6 MHz
(-I"750) and the coils set at 1 A (10 G/cm) for 30 s to load the
trap. The coil current was ramped to a variable maximum (up
to 6 A) over times ranging from 5 ms to several seconds. An
image was acquired, and the dispenser then returned to a low
current (2.5 A) to minimize background gas load, and the
coils turned off. The values given are those which optimized
the density of the cold atom cloud for our apparatus, limited
by a background pressure of 10~ Pa.

It is common to use an additional cooling step with far-
detuned light, prior to compression, to increase the atomic
density. The additional detuning leads to relatively low exci-
tation and thus was not used in our imaging experiments.

A comparison of 780 nm images taken before and after
compression is shown in Fig. 10. Spatial compression of the
MOT is clearly apparent, with a peak magnetic field gradient

300 um 300 um
e A L

FIG. 10. 780 nm absorption images showing compression due to
increase in magnetic field gradient. Uncompressed (left-hand side),
field gradient 10 G/cm. Compressed (right-hand side), 100 ms at 50
G/cm. Cloud full width at half-maximum from Gaussian fit,
735*£20 pm and 322+ 12 um, respectively. Both images: 10 ms
exposure, 20 us pulse duration, 1.5 mW probe beam power.
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FIG. 11. (Color online) Theoretical (dashed line) and experi-
mental (solid line) 420 nm fluorescence in the MOT for 780 nm
cooling beam detunings of —10.0*=0.5 and —20*3 MHz.

of 50 G/cm compressing the MOT to approximately one-half
the initial diameter, and a peak density up to 4 times higher.
The compression was negligible for field gradients below 30
G/cm and also showed only marginal improvement for
higher field gradients of 60 G/cm, consistent with findings
reported elsewhere [32].

IV. RESULTS
A. Autler-Townes splitting

Our theoretical prediction of Autler-Townes splitting was
first tested by measuring the total MOT blue fluorescence,
using an integrating detector (not shown in Fig. 8), consist-
ing of a photomultiplier and camera lens (Nikkor AF 50 mm
f/4) filtered using a 420*= 10 nm interference filter. The
blue fluorescence was recorded as the 776 nm laser was
scanned through a frequency range of approximately 180
MHz. The measurement was performed for several 780 nm
cooling beam detunings, from —25 MHz to —10 MHz. Ex-
ample spectra and theoretical predictions are shown in Fig.
11. The dependence on cooling beam power was also veri-
fied separately. From Eq. (7) we expect the energy splitting
to be less sensitive to cooling beam intensity than detuning,
since AE o Qg% \I4. This relative insensitivity to beam
power explains the close fit of the data, despite the apparent
complexity of the system, and also reduces the uncertainty in
our imaging results which might arise from fluctuations in
cooling beam power. The small shoulder on the right-hand
edge of the large peak in the A;5p=—20 MHz spectrum is
believed to be due to hyperfine splitting of the 5D state. The
observed separation of approximately 10 MHz is consistent
with the published values of the 5D hyperfine splitting [33].
The broadening of the —10 MHz line is due to the larger size
of the MOT at this detuning. A larger cloud size results in
increased Zeeman detuning across the spatial extent of the
atom cloud, broadening the observed fluorescence peaks.
The effect is reduced for the much smaller cloud produced
by the =20 MHz cooling beam detuning.
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FIG. 12. (Color online) Blue fluorescence image (false color) of
the uncompressed MOT for 780 nm excitation and 776 nm probe.
1 s exposure with 21 G/cm magnetic field gradient, 85 °C vapor
cell filter temperature. The fluorescence intensity is shown for a
profile along the dashed line, with a Gaussian fit.

The cooling beam diameter (20 mm) was much greater
than the size of the atom cloud (1 mm). Combined with the
relative insensitivity to beam intensity, this minimized any
spatial dependence of the refractive index caused by the
Gaussian intensity profile of the cooling beams. The excel-
lent agreement for the Autler-Townes splitting provides con-
fidence that our Bloch equation model can reliably calculate
the detuning dependence of the refractive index for the 776
nm transition.

B. Blue fluorescence

Blue fluorescence images of the uncompressed MOT were
taken using the heated rubidium vapor cell to remove 780
nm fluorescence. The hot or cold filter was removed for these
images, and the trapping beams remained on at all times. An
example image and line profile are shown in Fig. 12. Due to
the long exposure time required, fluorescence images
showed considerable blurring, due to the movement of the
cold atom cloud on the time scale of the imaging exposure.
This lowered the spatial resolution and prevented quantita-
tive imaging.

C. Excited-state absorption

On-resonant in-focus 776 nm absorption images of the
compressed cloud were also obtained (Fig. 13). Considerable
noise and interference fringes were caused mainly by the
many uncoated optical surfaces of the vapor cell and hot or
cold filter used in the beam line. The best images were ob-
tained for exposures of 150 wus with probe power approxi-
mately 150 wW. From the line profile in Fig. 13, the SNR is
=3, considerably lower than an equivalent ground-state im-
age. This was expected given the relatively low absorption
(5%) on the 776 nm beam. Using a Gaussian best fit to the
column density line profile, the peak column density calcu-
lated from the excited-state absorption image is (3.1+=0.3)
X 10" atoms m~2. The peak column density of the ground-
state atom cloud is (7.0 =0.4) X 10'> m2; thus the excited-
state fraction is 44% = 15%.

D. Excited-state diffractive contrast

An excited-state diffraction pattern and its column density
reconstruction are shown in Fig. 14, together with a ground-
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FIG. 13. In-focus absorption image of atoms in the 5P state
using 776 nm probe beam. Experimental parameters: 60 G/cm peak
magnetic field gradient, 4 ms compression, 300 wW probe beam
power, 300 us pulse duration, 1 ms exposure, 85 °C filter cell
temperature. Line profile (right-hand side) and Gaussian best fit
through the dashed line in the image.

state image for comparison. The excited-state population is
45% = 6%, which is in agreement with the absorption image
measurement. Using a two-level approximation for our ex-
perimental beam powers and detunings, we expect a theoret-
ical excited-state fraction of 46%, in good agreement with
our results.

The FWHM of the excited-state cloud, as determined by
both DCI and absorption imaging, is much smaller than that
of the ground-state cloud (0.42 mm versus 1.18 mm). This
difference can be attributed to the combination of the narrow
linewidth of the 776 nm transition and the strong magnetic
field gradient used to compress the cloud. From Fig. 11, the
effective linewidth of the 776 nm transition is approximately
3 MHz for our experimental parameters. The FWHM of the
ground-state cloud is 1.18 mm, corresponding to a Zeeman
shift of about =3 MHz at the half-width at half-maximum
of the cloud, for a field gradient of 60 G/cm. The Zeeman
shift changes the effective detuning of the probe beam at the
outer edges of the cloud, decreasing the absorption and phase
shift of the probe light. We anticipate that future work to
implement fast switching of the magnetic field coils will pro-
vide a direct measurement of this effect.

The DCI reconstructions were less sensitive to noise and
interference fringes than in-focus imaging, particularly in the
ground-state image. For DCI, the imaging system is inher-
ently defocused from the atom cloud, and so fluorescence
(780 nm and 420 nm) will not be in focus. The vapor cell and
hot or cold filters were therefore not required, and their in-
terference effects and reflection losses were removed. Re-
sults were consistent using defocus distances between 40 and
150 mm and detunings up to 5I" from the main absorption
peak. Due to the narrow linewidth of the 776 nm transition,
the reduction in sensitivity to imaging beam detuning com-
pared to absorption imaging makes DCI a robust measure-
ment technique for excited-state imaging.

Excited-state DCI also offers advantages over other tech-
niques for measuring excited-state fraction, including recoil-
ion momentum spectroscopy (RIMS) [34], as it does not re-
quire additional equipment such as ion beams or RIMS
detectors. Our method shows promise for our intended direct
application (production of shaped ultracold plasmas) due to
its experimental simplicity and minimally destructive inter-
action. Additionally, by measuring the time evolution of the
excited-state fraction and distribution, DCI has the potential
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FIG. 14. Ground- and excited-state diffraction patterns, column
density reconstructions, and column density line profiles. Experi-
mental parameters for ground-state image: 60 G/cm peak magnetic
field gradient, 4 ms field ramp, -6 MHz maximum cooling beam
detuning, 850 uW probe beam power, 30 us pulse duration, 1 ms
exposure, +2.5I';5, probe detuning, 120 mm effective defocus. For
excited-state image: 60 G/cm peak magnetic field gradient, 4 ms
field ramp, -6 MHz maximum cooling beam detuning, 150 uW
probe beam power, 100 us pulse duration, 1 ms exposure,
+12.5 MHz probe detuning (+2I';77¢ from absorption peak), 130
mm effective defocus.

to provide valuable information on processes such as stimu-
lated Raman adiabatic passage [35] and allow measurement
of the evolution of atomic coherence effects with spatial res-
olution.

V. CONCLUSION

Diffraction-contrast imaging offers a simple yet powerful
method for imaging cold atom samples, providing spatial
information on atomic coherence processes and effects.
Quantitative imaging requires knowledge of the ratio of the
real to imaginary components of the refractive index of the
sample. We have derived an analytic expression for the
three-level two-laser system using a semiclassical approach.
The model predicts Autler-Townes splitting of the rubidium
5P excited state, which was found to be in good agreement
with experimental measurements.
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We have demonstrated and compared several techniques
for state-selective imaging of cold atoms in a MOT. Blue
fluorescence imaging provided good SNR, but poor reso-
lution. Excited-state DCI achieved a good SNR without the
need for filters, and showed reduced sensitivity to imaging
beam imperfections and experimental parameters such as de-
tuning and defocus. The excited-state fraction was found to
be 45% * 6%, in agreement with theoretical predictions.
Conventional (destructive) absorption imaging provided a
comparable image, but required a more complicated experi-
mental setup. The need for insertion of filters and a vapor
cell in the imaging beamline increases noise and interference
fringes in absorption images.

The DCI technique can be adapted to provide spatially
resolved measurements of atomic coherence phenomena,
such as electromagnetically induced transparency and “slow

PHYSICAL REVIEW A 77, 033401 (2008)

light,” or expanded to investigate more complex multilevel
atomic systems. More directly, we will apply the technique
for use in feedback control of the spatial distribution of an
ultracold plasma, for future application to a high-brightness
electron source.
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