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In this paper, we study time-optimal control problems related to a system of two coupled qubits where the
time scales involved in performing unitary transformations on each qubit are significantly different. In particu-
lar, we address the case where unitary transformations produced by evolutions of the coupling take a much
longer time as compared to the time required to produce unitary transformations on the first qubit, but a much
shorter time as compared to the time to produce unitary transformations on the second qubit. We present a
canonical decomposition of SU�4� in terms of the subgroup SU�2��SU�2��U�1�, which is natural in under-
standing the time-optimal control problem of such a coupled qubit system with significantly different time
scales. A typical setting involves dynamics of a coupled electron-nuclear spin system in pulsed electron
paramagnetic resonance experiments at high fields. Using the proposed canonical decomposition, we give
time-optimal control algorithms to synthesize various unitary transformations of interest in coherent spectros-
copy and quantum-information processing.
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I. INTRODUCTION

The synthesis of unitary transformations using time-
efficient control algorithms �e.g., pulse sequences� is a well
studied problem in quantum-information processing and co-
herent spectroscopy. Design of time-efficient pulse se-
quences is of practical importance in experimental realiza-
tions of quantum computing, as they can reduce decoherence
effects. The study of efficient control algorithms is related to
the complexity of quantum circuits in an essential way �see,
e.g., �1–3��.

Significant literature in this subject treat the case where
unitary transformations on single qubits take negligible time
compared to transformations involving interactions between
different qubits. This particular assumption is very realistic
for nuclear spins in nuclear magnetic resonance �NMR� spec-
troscopy. Under this assumption, Ref. �4� �see also �5–18��
presents time-optimal control algorithms to synthesize arbi-
trary unitary transformations on a system of two qubits. Fur-
ther progress in the case of multiple qubits is reported in
�5,10,16,18–25�.

In this work, we study a coupled qubit system where local
unitary transformations on the first qubit take significantly
less time than local transformations on the second one. In
addition, we assume that the coupling evolution is much
slower than transformations on the first qubit but much faster
than transformations on the second one. We denote this sys-
tem as a coupled fast and slow qubit system. We present a
canonical decomposition of SU�4� in terms of the subgroup
SU�2��SU�2��U�1� reflecting the significantly different
time scales immanent in the system. Employing this canoni-
cal decomposition, we derive time-optimal control algo-

rithms to synthesize various unitary transformations. These
time-optimal control algorithms are qualitatively very differ-
ent from the ones obtained for coupled qubits with fast local
operations on both of the qubits �as in Ref. �4��. The latter
system has been studied in depth in the context of coupled
spin-1/2 systems.

Our methods are applicable to coupled electron-nuclear
spin systems occurring in pulsed electron paramagnetic reso-
nance �EPR� experiments at high fields, where the Rabi fre-
quency of the electron at typical microwave power is much
larger than the hyperfine coupling, which is further much
larger than the Rabi frequency of the nucleus at typical rf
power. In the context of quantum computing similar
electron-nuclear spin systems appear in Refs. �26–42�. In the
case of two qubits, we provide time-optimal control algo-
rithms for coupled electron-nuclear spin systems at high
fields.

The main results of this paper are as follows. Let S� and
I� represent spin operators for the fast �electron spin� and
slow �nuclear spin� qubit, respectively. Any unitary transfor-
mation G�SU�4� on the coupled spin system can be decom-
posed as

G = K1 exp�t1S�Ix + t2S�Ix�K2, �1�

where S�Ix and S�Ix correspond to x rotations of the slow
qubit, conditioned, respectively, on the up or down state of
the fast qubit. The elements K1 and K2 are rotations synthe-
sized by rapid manipulations of the fast qubit in conjunction
with the evolution of the natural Hamiltonian. The elements
K1 and K2 belong to the subgroup SU�2��SU�2��U�1�,
and correspond in an appropriately chosen basis to block-
diagonal special unitary matrices with 2�2-dimensional
blocks of unitary matrices.

The minimum time to produce any unitary transformation
G is the smallest value of ��t1�+ �t2�� /�I, where �I is the
maximum achievable Rabi frequency of the nucleus and
�t1 , t2�T is a pair satisfying Eq. �1�. Synthesizing K1 and K2
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takes negligible time on the time scale governed by �I.
The paper is organized as follows. In Sec. II, we recall the

physical details of our model system exemplified by a
coupled electron-nuclear spin system. The Lie-algebraic
structure of our model is described in Sec. III, which is used
to derive control algorithms �e.g., pulse sequences� for syn-
thesizing arbitrary unitary transformations in our coupled
spin system. In Sec. IV, we present examples. We prove the
time optimality of our control algorithms in Sec. V, and some
details of the proof are given in the Appendix.

Our work draws some results from the theory of Lie
groups, which are explained as needed. We refer to �43,44�
for general reference. To make the paper broadly accessible,
we work with explicit matrix representations of Lie groups
and Lie algebras.

II. PHYSICAL MODEL

As our model system, we consider two coupled qubits.
We introduce the operators S� and I�, which correspond to
operators on the first and second qubit, respectively. In par-
ticular, these operators are defined by S�= ��� � id2� /2 and
I�= �id2 � ��� /2 �see �45��, where

�x: = �0 1

1 0
�, �y: = �0 − i

i 0
�, and �z: = �1 0

0 − 1
� ,

and are the Pauli matrices and

id2: = �1 0

0 1
�

is the 2�2-dimensional identity matrix. In the remaining
text, let � ,�� �x ,y ,z	 and �� �x ,y	.

In an experimental setting using an electron-nuclear spin
system, the first qubit is represented by the electron spin-1/2.
Similarly, the second qubit is represented by the nuclear
spin-1/2. We assume that in the presence of a static magnetic
field pointing in the z direction, the free evolution is gov-
erned in the laboratory frame by a Hamiltonian of the form

H0
lab = 	SSz + 	IIz + J�2SzIz� , �2�

where 	S and 	I represent the natural precession frequency
of, respectively, the first qubit and second qubit and J is the
coupling strength. We assume that

	S 
 	I 
 J . �3�

This assumption is motivated by coupled electron-nuclear
spin systems occurring in EPR experiments at high fields
�see, e.g., Sec. 3.5 of �46��. The time scales in Eq. �3� ensure
that the hyperfine coupling Hamiltonian between the spins
averages to the Ising Hamiltonian 2SzIz, as in Eq. �2�. This is
the so-called high field limit.

The first and second qubit are controlled by transverse
oscillating fields, which result in the corresponding control
Hamiltonian given by HS

lab+HI
lab, where

HS
lab = 2�S�t�cos�	St + �S�t��Sx

is the control Hamiltonian of the first qubit and

HI
lab = 2�I�t�cos�	It + �I�t��Ix �4�

is the control Hamiltonian of the second qubit. The ampli-
tude, frequency, and phase of the control function with re-
spect to the first qubit are represented by �S�t�, 	S, and �S
=�S�t�, respectively. Similarly, �I�t�, 	I, and �I=�I�t� rep-
resent the amplitude, frequency, and phase of the control
function with respect to the second qubit. We use �I and �S

to denote the maximal possible values of �I�t� and �S�t�. In
our model system, we assume that

�I � J � �S. �5�

Therefore, we refer to the first qubit as the fast qubit and the
second qubit as the slow qubit.

For our system there are two resonance frequencies for
nuclear spin transitions. These are 	I−J and 	I+J, as shown
in Fig. 1. We choose to irradiate on the nuclear spin with one
of these frequencies. We subsequently show that this choice
will lead to a time-optimal control algorithm. Thus, we
choose 	S=	S and 	I=	I−J. In a double rotating frame,
rotating with the first and second qubit at frequency 	S and
	I, the transformations Ulab�t� and Urot�t� describe, respec-
tively, a unitary transformation in the laboratory frame and
the double rotating frame related by

Ulab�t� = exp�− it	SSz�exp�− it	IIz�Urot�t� ,

where Ulab�0�=Urot�0� is the identity transformation. Using
the rotating wave approximation, the Hamiltonians H0

lab, HS
lab,

and HI
lab transform, respectively, to

H0 = JIz + J�2SzIz� , �6�

HS = �S�t��Sx cos �S�t� + Sy sin �S�t�� , �7�

and

HI = �I�t��Ix cos �I�t� + Iy sin �I�t�� .

In the absence of any irradiation on qubits, the system
evolves under the free Hamiltonian −iH0. From the time
scales in Eq. �5�, we can synthesize any unitary transforma-
tion of the form exp�−itS�� in arbitrarily small time as com-

αβ

ββ

αα

βα

ωS − J

ωS + J

ωI − J

Hα(φI)

Hβ(φI)

ωI + J

FIG. 1. The eigenstates of the Hamiltonian H0
lab are shown. The

� and � states of the spins denote their orientation along and op-
posite to the static magnetic field, respectively. The first and second
index refer to the orientation of the electron and nuclear spin, re-
spectively. The transitions ��↔�� and ��↔�� can be induced
by H���I� and H���I�, respectively. Refer to the text for details.
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pared to the evolution under H0 or H0+HI. Using Eq. �7�, we
obtain the generators −iSx and −iSy by setting �S�t�=0 and
�S�t�=
 /2, respectively. Combining the evolution of these
generators we can obtain the generator −iSz.

Let us define the operators,

S� = �id4/2 + Sz� = �id2 02

02 02
�

and

S� = �id4/2 − Sz� = �02 02

02 id2
� ,

where idd is the d�d-dimensional identity matrix and 02 is
the 2�2-dimensional zero matrix. Note that H0=2JS�Iz, and
we can rewrite H0+HI as

H0 + HI = 2JS�Iz + �I�t��S� + S���Ix cos �I + Iy sin �I� .

Since J
�I�t�, and S�I� does not commute with S�Iz, the
above Hamiltonian gets in the first order approximation trun-
cated to

H���I� = 2JS�Iz + �I�t�S��Ix cos �I + Iy sin �I� . �8�

Similarly, we can obtain the Hamiltonian

H���I� = 2JS�Iz + �I�t�S��Ix cos �I + Iy sin �I� �9�

by using H���I�=exp�i
Sx�H���I�exp�−i
Sx�. In addition, it
is possible to derive the Hamiltonian H���I� on the same
lines as we did for H���I� by choosing 	S=	S and 	I=	I
+J.

The Hamiltonians H���I� and H���I�, operate on the slow
qubit and induce transitions ��↔�� and ��↔�� of the
nuclear spin as shown in Fig. 1 �cf. Table 6.1.1 of �46��. The
� and � states of the spins denote their orientation along and
opposite to the static magnetic field, respectively. For the
electron spin, the � state has lower energy than the � state as
its gyromagnetic ratio is negative. Similarly, for the nuclear
spin, the � state has lower energy than the � state as its
gyromagnetic ratio is positive �as for a proton�. We remark
that the energy eigenstates ��, ��, ��, and �� correspond,
respectively, to the basis states 00, 01, 10, and 11. In Fig. 1,
the first and second index in eigenstates refers to the orien-
tation of the electron and nuclear spin, respectively. In this
section, we have shown how to synthesize generators of the
form −iS�, −iH���I�, and −iH0.

For the main part of the paper we assume that we only
irradiate on the transition ��↔�� �i.e., −iH���I��. In Sec.
V B, we consider a more general model using irradiation on
both transitions ��↔�� and ��↔��. In particular, we
show �see Remark 4� that the minimum time to produce a
unitary transformation cannot be reduced using the more
general model. We defer the details to Sec. V B.

Remark 1. Motivated by the physical model �see, e.g., Eq.
�5��, we neglect the time to produce operations on the fast
qubit and the time of evolutions under the free Hamiltonian
�see, e.g., Definition 5 of �4�, for a formal definition of mini-
mum time�. Therefore, we define the time to produce a uni-
tary transformation as the total time of evolution under the
Hamiltonian −iH���I� �and −iH���I��.

III. LIE-ALGEBRAIC STRUCTURE OF THE MODEL
SYSTEM

All transformations of our model system are contained in
the Lie group G=SU�4�, which is the set of
4�4-dimensional unitary transformations of determinant
one. The operators −iI�, −iS�, and −i2I�S� are infinitesimal
generators of the Lie group G, and they generate the 15-
dimensional Lie algebra g=su�4� given by the �real� vector
space of 4�4-dimensional �traceless� skew Hermitian matri-
ces. We have shown how to synthesize generators of the
form −iS�, −iH���I�, and −iH0. These generators are suffi-
cient to produce any unitary transformation on the coupled
qubit system, as described below.

Lemma 1. The Lie algebra generated by the elements
−iS�, −iH���I�, and −iH0, is equal to g=su�4�.

Therefore, a standard result �Theorem 7.1 of Ref. �47��
implies that the system is completely controllable, and any
unitary transformation in G=SU�4�, can be synthesized by
alternate evolution under the above Hamiltonians.

Lemma 2. The Lie algebra k, generated by the elements
−iS� and −iH0 consists of the elements −iS�, −i2S�Iz, and
−iIz.

The Lie algebra k represents a class of generators that take
significantly less time to be synthesized, as they only involve
controlled rotations of the fast qubit and evolution of the free
Hamiltonian −iH0 �no controlled rotations of the slow qubit
are involved�. We can decompose

g = k � p , �10�

where the subspace p �of g� consists of the elements −iI� and
−i2S�I�. The decomposition of Eq. �10� is a Cartan decom-
position �see, e.g., �43�, p. 213� as

�k,k� � k, �k,p� � p, and �p,p� � k , �11�

where �g1 ,g2�=g1g2−g2g1 is the commutator �gi�g�.
Let K=exp�k� denote the subgroup of G=SU�4�, which is

infinitesimally generated by k. The elements of K can be
synthesized only by the free evolution and employing con-
trolled transformations on the fast qubit. Therefore, synthe-
sizing transformations of K takes significantly less time as
compared to general unitary transformations not contained in
K. In particular, controlled transformations on the slow qubit
are necessary to synthesize general unitary transformations.
The Lie group K=exp�k� is equal to S�U�2��U�2��, which
is sometimes referred to as SU�2��SU�2��U�1�.

Consider a maximal Abelian subalgebra a contained in p.
In our case, a is spanned by the operators −iS�Ix and −iS�Ix.
Any element a�a can be represented as a1�−iS�Ix�+a2�
−iS�Ix�, where a1 ,a2�R. As a matrix, a takes the form

−
i

2

0 a1 0 0

a1 0 0 0

0 0 0 a2

0 0 a2 0
� .

We obtain the Lie group A=exp�a� corresponding to the
Abelian algebra a. From a Cartan decomposition of a real
semisimple Lie algebra as satisfying Eqs. �10� and �11�, we
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obtain a decomposition of the compact Lie group G=KAK
�see, e.g., �43�, Chap. V, Theorem 6.7�.

Lemma 3. Any element G�SU�4� can be written as

G = K1 exp�t1�− iS�Ix� + t2�− iS�Ix��K2, �12�

where t1 , t2�R and K1 ,K2�K.
Remark 2. The computation of KAK decompositions was

analyzed in Refs. �48–52�. In this work, we consider the
Cartan decomposition, which corresponds to the type AIII in
the classification of possible Cartan decompositions �see,
e.g., pp. 451–452 of Ref. �43��.

Transforming all elements G�G to SWAP·G · SWAP,
where

SWAP = exp�− i
S · I� =

1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1
� ,

S= �Sx ,Sy ,Sz�T, and I= �Ix , Iy , Iz�T, the KAK decomposition is
given in explicit matrices by

�U1 02

02 U2
�exp�−

i

2

0 0 a1 0

0 0 0 a2

a1 0 0 0

0 a2 0 0
�
�U3 02

02 U4
�

= �U1 02

02 U2
�


c1 0 − is1 0

0 c2 0 − is2

− is1 0 c1 0

0 − is2 0 c2

��U3 02

02 U4
� ,

where sj =sin�aj /2� and cj =cos�aj /2�. In particular, the Lie
group K is given in this basis by block-diagonal unitary
transformations, where 02 is the 2�2-dimensional zero ma-
trix and U1 ,U2 �and U3 ,U4� are 2�2-dimensional unitary
matrices such that the product of their determinants is one.
The considered KAK decomposition is equivalent to the
cosine-sine decomposition �53–55�.

Remark 3. In Ref. �4�, a different Cartan decomposition is
considered. In that case, the subalgebra k is given by the
elements −iS� and −iI� and corresponds to unitary transfor-
mations on single qubits of a coupled two-qubit system. Syn-
thesizing unitary transformations on single qubits is assumed
in Ref. �4� to take significantly less time, as compared to
unitary transformations which involve interactions between
different qubits.

Since elements of K can be synthesized in negligible time,
we obtain as the main result of this paper that the minimum
time to synthesize any element G�SU�4� is the minimum
value of ��t1�+ �t2�� /�I such that �t1 , t2�T is a pair satisfying
Eq. �12�. We defer the proof of this fact to Sec. V. Let us
describe how to use the KAK decomposition of G, to syn-
thesize an arbitrary transformation using only the generators
−iS�, −iH���I�, and −iH0.

The Lie algebra k decomposes to k1 � p1, where k1 is a
subalgebra, composed of operators −iS� and −i2S�Iz, and p1
is generated by −iIz, which commutes with all elements of k1.

The Lie algebra k1 can be further subdivided by a Cartan
decomposition k1=k2 � p2. The subalgebra k2 is generated by
the operators −iS�, and the subspace p2 consists of the op-
erators −i2S�Iz. Therefore, similar as in Lemma 3, we obtain
a decomposition of K.

Lemma 4. Each element Kj �K can be decomposed as

Kj = exp�− i�2j−1Iz�L2j−1 exp�− i�2j2SzIz�L2j

= exp�− i��2j−1 − �2j�Iz�L2j−1 exp�− i�2jH0/J�L2j ,

�13�

where � j �R and Lj �K2=exp�k2�.
Using an Euler angle decomposition �see, e.g., pp. 454–

455 of Ref. �56��, the elements Lj �K2 are given as

Lj = exp�− i� j,1Sz�exp�− i� j,2Sx�exp�− i� j,3Sz�

= exp�− i�� j,1 + � j,3�Sz�exp�− i� j,2R�� j,3�� , �14�

where R�� j,3�=Sx cos � j,3−Sy sin � j,3.
Similarly, any element A of the subgroup A can be written

as

A = exp�t1�− iS�Ix� + t2�− iS�Ix��

= exp�− i
t1

�IH
��0��eit3Ize−it4H0/J

�exp�− i
t2

�IH
��0��

= eit3Ize−it1H��t3�/�I
e−it4H0/Je−it2H��0�/�I

, �15�

for t3=2Jt1 /�I mod 4
 and t4=J�t1− t2� /�I mod 2
�0.
This follows by substituting for expressions of H0, H���I�,
and H���I� �see Eqs. �6�–�9��. Combining Eqs. �13�–�15�, a
complete decomposition of an element G�SU�4� can be
written as

K1AK2 = e−iv0Sze−iwIzR1e−i�2H0/JR2 exp�− i
t1

�IH
��t3 + ���

�e−it4H0/J exp�− i
t2

�IH
�����R3e−i�4H0/JR4,

where all the transformations Rj operate on the fast qubit. In
particular, we have R4=exp�−i�4,2R��4,3��, R3=exp�
−i�3,2R�v3��, R2=exp�−i�2,2R�v2��, R1=exp�−i�1,2R�v1��, v3
=�3,3+�4,1+�4,3, v2=�2,3+�3,1+v3, v1=�1,3+�2,1+v2, v0
=�1,1+v1, �=�4−�3, and w=�1−�2+�3−�4− t3. The time to
produce G is essentially �t1+ t2� /�I. Note that

exp�− iwIz� = e−i
Sx exp�− iwH0/�2J��ei
Sx exp�− iwH0/�2J�� .

Transformations on the fast qubit such as exp�−iv0Sz� are
significantly faster. Figure 2 shows the canonical pulse se-
quence realizing any unitary transformation as a sequence of
rotations under −iH0, −iH���I�, and −iS�. The corresponding
�minimum� time is �t1+ t2� /�I.

IV. EXAMPLES

We introduce the unitary transformations CNOT�1,2�,
CNOT�2,1�, and SWAP, which are given as follows �CNOT de-
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notes “controlled-NOT”�:



1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0
�, 


1 0 0 0

0 0 0 1

0 0 1 0

0 1 0 0
�, and 


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1
� .

Let c� �1,3 ,−1 ,−3	. The elements of SU�4� corresponding
to the transformation CNOT�2,1� are given by exp�c

��−i2SxIz+ iSx+ iIz� /2�, which is equal to the transfor-
mation exp�ic
 /4�CNOT�2,1�. For CNOT�1,2� and SWAP we
obtain the elements exp�c
�−i2SzIx+ iSz+ iIx� /2� and
exp�c
�i2SxIx+ i2SyIy + i2SzIz� /2�, which are equal to
exp�ic
 /4�CNOT�1,2� and exp�ic
 /4�SWAP, respectively.
These different instances of unitary transformations result
from the irrelevance of the global phase in quantum mechan-
ics and can be described mathematically by multiplying with
elements of the �finite� center of G. The center consists of
those elements which commute with all elements of G. To
find the time-optimal control algorithm, we may have to con-
sider multiplying with different elements of the center.

As exp�i
 /4�CNOT�2,1� is an element of K, it takes
negligible time to synthesize CNOT�2,1�. In strong contrast,
exp�i
 /4�CNOT�1,2� is not contained in K. Using the
KAK decomposition, both elements exp�i
 /4�CNOT�1,2�
and exp�i
 /4�SWAP correspond to the same generator of A,
given by 
�−iS�Ix�+0�−iS�Ix�, and the minimum time to
synthesize each of them is equal to tmin=
. This is still the
optimal time if we consider multiplying with different ele-
ments of the center.

We explicitly state the control algorithms: The unitary
transformation exp�i
 /4�CNOT�1,2� is given by

exp�i
Sz/2�exp�i
Iz�exp�− i
S�Ix�exp�− i
Iz�

= exp�i
Sz/2�exp�− it�H0/J�exp�− i
H��
�/�I� ,

where t�=−
J /�I mod 2
�0. Similarly, the unitary trans-
formation exp�i
 /4�SWAP is given by

ei
/4CNOT�2,1�ei
/4CNOT�1,2�e−i
/4CNOT�2,1�

= ei
Sz/2e−i
Sx/2e−i3
H0/�2J�ei
Sy/2e−it�H0/J

�exp�− i
H��
�/�I�e−i
Sx/2e−i
H0/�2J�e−i
Sy/2.

The corresponding pulse sequences are given in Fig. 3.

V. PROOF OF TIME OPTIMALITY

In this section, we prove the time optimality of the given
control algorithms in order to synthesize unitary transforma-
tions in the coupled fast and slow qubit system. As expected,
the maximal amplitude �I �see Eq. �5�� determines the opti-
mal time.

A. Simple case

All control algorithms, synthesizing a unitary transforma-
tion in time t=� jtj, can be written in the form

Kn+1� exp�− itn�H
���n��Kn� ¯ K2� exp�− it1�H

���1��K1�,

�16�

where Kj��K take negligible time to be synthesized as com-
pared to the evolution under H�, tj�= tj /�I, and tj ,� j �R. We
can rewrite Eq. �16� as

Kn+1 exp�− itnS�Ix�Kn ¯ K2 exp�− it1S�Ix�K1, �17�

where Kj �K. Equation �17� can be rewritten as

K̃n+1 exp�p̃n� ¯ exp�p̃1� , �18�

where p̃j = K̃j�−itjS
�Ix�K̃j

−1 and K̃j are suitable elements of K.
Observe that the elements p̃j are contained in p. This follows
from the Campbell-Baker-Hausdorff formula �see, e.g., Ap-
pendix B.4 of Ref. �44�� and the fact that �k ,p��p �see Eq.
�11��. It was shown in Ref. �4� that for all time-optimal con-

trol algorithms the elements K̃j can be chosen such that all p̃j
commute. Therefore, all p̃j belong to a maximal Abelian sub-
algebra inside p, and we can find one K0�K such that
K0p̃jK0

−1�a for all j. Using this result and referring to Ap-
pendix A 1, we can rewrite Eq. �18� in the form

R4

τ4
J

R3

Hα(τ)

t2
ΩI

t4
J

(π)x

Hα(τ+t3)

t1
ΩI

R̃2

τ2
J

R1

w
2J

(π)−x

w
2J

R̃0

I

S

FIG. 2. The figure shows a canonical pulse sequence for synthe-

sizing unitary transformations in the coupled qubit system. Let R̃2

=R2 exp�i
Sx� and R̃0=exp�−iv0Sz�exp�−i
Sx�. Since 1 /J�1 /�I,
the length of the time intervals tj /�I is larger as depicted. Refer to
the text for details.

Hα(π)

π
ΩI

t′
J

(
π
2

)
−z

I

S

(
π
2

)
y

π
2J

(
π
2

)
z

Hα(π)

π
ΩI

t′
J

(
π
2

)
−y

3π
2J

R̃5

I

S

(a) (b)

FIG. 3. The figure shows the pulse sequences for synthesizing
the unitary transformations �a� exp�i
 /4�CNOT�1,2� and �b�
exp�i
 /4�SWAP, where R̃5=exp�i
Sz /2�exp�−i
Sx /2�. Since 1 /J
�1 /�I, the length of the time intervals 
 /�I is larger as depicted.
Refer to the text for details.
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K̄2 exp�tnpn� ¯ exp�t1p1�K̄1, �19�

where pj =� j�−iS�Ix�+� j�−iS�Ix�,

�� j,� j�T � ��− 1,0�T,�1,0�T,�0,− 1�T,�0,1�T	 ,

and K̄1 , K̄2�K. Equation �19� can be simplified to

K̄2 exp��̄�− iS�Ix� + �̄�− iS�Ix��K̄1, �20�

where �̄=� j� jtj and �̄=� j� jtj. Assume that the unitary
transformation to be synthesized is given by one of its KAK

decompositions K̄4 exp�a1�−iS�Ix�+a2�−iS�Ix��K̄3, where

aj �R and K̄3 , K̄4�K. We remark that the KAK decomposi-
tion is not unique, and we prove in Appendix A 3 that

all possible KAK decompositions K̄6 exp�a1��−iS�Ix�+a2��
−iS�Ix��K̄5 correspond to all values aj�=aj +2
zj, where

zj �Z and K̄5 , K̄6�K. We can choose ā1 and ā2 as those
values of a1� and a2� such that �ā1�+ �ā2� is minimum. If �ā1�
+ �ā2�� t, we cannot synthesize the unitary transformation in
time t since all time-optimal control algorithms are equal to

Eq. �20� and ��̄�+ ��̄�= �� j� jtj�+ �� j� jtj��� j��� j�+ �� j��tj
=� jtj = t. For �ā1�+ �ā2�� t, we can use the control algorithm
exp�−iā1S�Ix�exp�−i
Sx�exp�−iā2S�Ix�exp�i
Sx� to synthe-
size the unitary transformation in time �ā1�+ �ā2�.

B. General case

Until now, we have assumed that in Eq. �4�, 	I=	I−J,
i.e., we irradiate on the transition ��↔��. More generally,
under arbitrary irradiation on the nuclear spin, the resulting
Hamiltonian in Eq. �4� can be written as

HI
lab�t�� = 2�I�t���b2 cos��	I − J�t� + �2�t���

+ b1 cos��	I + J�t� + �1�t���	Ix,

where �b1�+ �b2��1 �this ensures that the peak amplitude is
2�I�. The transition ��↔�� corresponds to the frequency
	I+J. We transform into a double rotating frame by

Ulab�t�� = exp�− it�	SSz�exp�− it��	IIz + J2IzSz��Urot�t�� ,

where Ulab�0�=Urot�0� is the identity transformation.
Thus, the evolution under the control Hamiltonian for
time t� �with constant �I ,�1 ,�2�R� generates a net rota-
tion K1� exp�−it��I�b1S�Ip+b2S�Iq��, where Ip= Ix cos��1�
+ Iy sin��1�, Iq= Ix cos��2�+ Iy sin��2�, and K1��K. This
can be rewritten as K1� exp�−itb�K2�, where b=b1�−iS�Ix�
+b2�−iS�Ix��a, t= t��I, and K1� ,K2��K. Therefore, any con-
trol algorithm generates in time t, a transformation �written
as in Eq. �17��

Kn+1 exp�− itnb�Kn ¯ K2 exp�− it1b�K1,

where tj is given in units of 1 /�I and � jtj = t. This general-
izes the case of b1=1 and b2=0, treated in Sec. V A.

Similarly as in Sec. V A, we obtain time-optimal control

algorithms as in Eq. �18�, where p̃j = K̃jbK̃j
−1 and K̃j are suit-

able elements of K. Therefore, Eq. �18� can be transformed
to Eq. �19�, where the commuting elements pj =� j�−iS�Ix�

+� j�−iS�Ix� are contained in the Weyl orbit W�b�
= �KbK−1 :K�K	�a, i.e., �� j ,� j�T is an element of the set
�see Appendix A 1�

��b1,b2�T,�b1,− b2�T,�− b1,b2�T,�− b1,− b2�T,�b2,b1�T,

�− b2,b1�T,�b2,− b1�T,�− b2,− b1�T	 . �21�

As before, Eq. �19� can be simplified to Eq. �20�, and we

obtain ��̄�+ ��̄�� t��b1�+ �b2��. Furthermore, max���̄� , ��̄�	
� t max��b1� , �b2�	 holds. When the pairs �a1 ,a2�T and
�b1 ,b2�T satisfy max��a1� , �a2�	�max��b1� , �b2�	 and �a1�+ �a2�
� �b1�+ �b2�, then we say �a1 ,a2�T is r majorized by �b1 ,b2�T,
i.e., �a1 ,a2�T�r�b1 ,b2�T. The notion of r majorization is
equivalent to the condition that one element of a is contained
in the convex closure of the Weyl orbit of another one �for a
proof see Appendix A 2�.

Given any unitary transformation G�G, let topt be the
smallest possible time such that

�a1,a2�T�rtopt�b1,b2�T, �22�

and G= K̄2 exp�a1�−iS�Ix�+a2�−iS�Ix��K̄1 for some K̄j �K.
Again, the KAK decomposition is not unique, and different
KAK decompositions correspond to all values aj�=aj +2
zj,
where zj �Z �see Appendix A 3�. Let us choose aj as an
element of �−
 ,
�. We prove in Appendix A 4 that for such
a choice of aj, the equation �a1 ,a2�T�r�a1 ,a2�T+2
�z1 ,z2�T

holds for all z1 ,z2�Z. This implies that the smallest topt in
Eq. �22� can be achieved for a1 ,a2� �−
 ,
�.

Then G cannot be synthesized in time t less than topt, as

for such a control algorithm the equation ��̄ , �̄�T

�rt�b1 ,b2�T would hold, and this would contradict the mini-
mality of topt. In addition, G can be synthesized in time t
greater than or equal to topt: It follows from �a1 ,a2�T

�rtopt�b1 ,b2�T that �a1 ,a2�T is contained in the convex clo-
sure of the Weyl orbit of topt�b1 ,b2�T �see Appendix A 2� and
we can synthesize G by convex combinations of elements of
the Weyl orbit of topt�b1 ,b2�T.

Remark 4. Note, since �b1 ,b2��r�1,0�, it follows that the
minimum time to produce any unitary transformation can be
obtained when all rf amplitude is used to irradiate only on
one nuclear transition �say ��↔��� as described earlier
�see Fig. 1�, i.e., we do not use the second transition �say
��↔���. This justifies our initial choice of irradiating only
on one nuclear transition.

VI. CONCLUSION

In this paper, we presented time-optimal control algo-
rithms to synthesize arbitrary unitary transformations for the
coupled fast and slow qubit system. These control algorithms
are applicable to electron-nuclear spin systems in pulsed
EPR experiments at high fields. Explicit examples were
given for CNOT and SWAP operations. Our results can be con-
sidered as a first step to design time-optimal control algo-
rithms for various systems in quantum-information process-
ing which cannot be characterized by control systems with
fast local controls. In doing so, we have to use Lie-group
decompositions which reflect the inherent time scales in the
given system.

ZEIER, YUAN, AND KHANEJA PHYSICAL REVIEW A 77, 032332 �2008�

032332-6



Recently, controllability results have appeared for coupled
electron-nuclear spin systems at low fields �57,58�, where it
is shown that it is possible to synthesize any unitary trans-
formation on the electron-spin system by only manipulating
the electron. New methods need to be developed to obtain
time-optimal control algorithms in these settings.
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APPENDIX A: PROOFS

1. Derivation of the Weyl orbit

Assume that a=a1�−iS�Ix�+a2�−iS�Ix� and b=b1�−iS�Ix�
+b2�−iS�Ix� are elements of a. We compute the Weyl orbit
W�a�= �KaK−1 :K�K	�a of a. We prove that b is contained
in the Weyl orbit of a iff �b1 ,b2�T is an element of

��a1,a2�T,�a1,− a2�T,�− a1,a2�T,�− a1,− a2�T,�a2,a1�T,

�− a2,a1�T,�a2,− a1�T,�− a2,− a1�T	 . �A1�

Let K�K and consider a and b as matrices. It follows from
b=KaK−1 and bb=KaK−1KaK−1 that the equations �a�F
= �b�F and �a2�F= �b2�F hold, where �q�F=Tr�q†q�. Thus, we
get the equations a1

2+a2
2=b1

2+b2
2 and a1

4+a2
4=b1

4+b2
4. The cor-

responding solutions are given by all eight cases of Eq. �A1�,
and we obtain that W�a� is a subset of Eq. �A1�. The proof
follows since all these solutions can be derived by the map
�K ,a��KaK−1, where the elements K�K are given by

�id4,exp�− i
S�Iz�,exp�− i
S�Iz�,exp�− i
Iz�,

exp�− i
Sx�,exp�− i
Sx�exp�− i
S�Iz�,

exp�− i
Sx�exp�− i
S�Iz�,exp�− i2
SxIz�	 . �A2�

2. Convex closure of Weyl orbits

Assume that a=a1�−iS�Ix�+a2�−iS�Ix� and b=b1�−iS�Ix�
+b2�−iS�Ix� are elements of a. We prove that �a1 ,a2�T is
contained in the convex closure of the Weyl orbit of �b1 ,b2�T

iff �a1 ,a2�T�r�b1 ,b2�T.
Suppose �a1 ,a2�T is contained in the convex closure of the

Weyl orbit of �b1 ,b2�T. Assume that �b1�� �b2�. Then,
�a1 ,a2�T=� jwj�bj,1 ,bj,2�T, where �bj,1 ,bj,2�T belongs to the
set in Eq. �21� �wj �0 and � jwj =1�. It follows that �bj,1�
� �b1� and �bj,2�� �b1�. Therefore, �a1�� �b1� and �a2�� �b1�,
implying max��a1� , �a2�	�max��b1� , �b2�	. Also note, �a1�
+ �a2��� jwj��bj,1�+ �bj,2��= �b1�+ �b2�.

Suppose that �a1 ,a2�T�r�b1 ,b2�T. The conditions
max��a1� , �a2�	�max��b1� , �b2�	 and �a1�+ �a2�� �b1�+ �b2� are
equivalent to ��a1� , �a2��T being weakly submajorized by

��b1� , �b2��T. Thus, we obtain from Proposition 4.C.2. of Ref.
�59� that

��a1�, �a2��T = e1��b1�, �b2��T + e2��b2�, �b1��T + e3��b1�,0�T

+ e4�0, �b1��T + e5��b2�,0�T + e6�0, �b2��T

= f1��b1�, �b2��T + f2��b2�, �b1��T + f3��b1�,− �b2��T

+ f4�− �b2�, �b1��T + f5��b2�,− �b1��T

+ f6�− �b1�, �b2��T,

where ej �0, � jej =1, f1=e1+ �e3+e6� /2, f2=e2+ �e4+e5� /2,
and fk=ek /2 for k� �3,4 ,5 ,6	. In particular, we have that
f j �0 �for all j� and � j f j =1. It follows that

�a1,a2�T = ��1�a1�,�2�a2��T = f1��3b1,�4b2�T + f2��5b2,�6b1�T

+ f3��7b1,�8b2�T + f4��9b2,�10b1�T

+ f5��11b2,�12b1�T + f6��13b1,�14b2�T,

for appropriate choices of � j � �1,−1	. We conclude the
proof by consulting Eq. �21�. A Lie-theoretic proof can be
obtained by following Theorem 2 of Ref. �10�.

3. KAK decomposition for elements of A

We prove that the elements exp�a���A equal to
K1 exp�a�K2 are given by the elements �a1� ,a2��

T= �a1 ,a2�T

+2
�z1 ,z2�T, where Kj �K, a�=a1��−iS�Ix�+a2��−iS�Ix�, a
=a1�−iS�Ix�+a2�−iS�Ix�, and zj �Z.

We can choose a� as a�=K�a+k�K−1, where K is an ele-
ment of Eq. �A2� and k� ��q�a�exp�q��K	 �cf. Ref. �10�,
Lemma 2, and Ref. �17�, Proposition 4�. Using the ansatz
exp�a1��−iS�Ix�+a2��−iS�Ix��=id4, where a1� ,a2��R, we ob-
tain that a1� ,a2�� �4
z :z�Z	. It is a consequence of Theorem
8.5, Chap. VII, of Ref. �43� that ��q�a�exp�q��K	 is equal
to the set {q1�−iS�Ix�+q2�−iS�Ix� :q1 ,q2� �2
z :z�Z	}. This
completes the proof. We remark that exp�2
z1�−iS�Ix�
+2
z2�−iS�Ix��=exp�2
z1�−iS�Iz�+2
z2�−iS�Iz�� for all
zj �Z, where 2
z1�−iS�Iz�+2
z2�−iS�Iz��k.

4. Proof of a majorization relation

We prove that �a1 ,a2�T�r�a1 ,a2�T+2
�z1 ,z2�T holds for
all z1 ,z2�Z, if we assume that a1 ,a2� �−
 ,
�. As the case
z1=z2=0 is trivial, we assume that �z1��0 or �z2��0. We get
max ��a1+ 2
z1� , �a2+ 2
z2�	 � 2
−
=
� max ��a1� , �a2�	,
and the first condition in the definition of r majorization is
satisfied. The second condition �a1+2
z1�+ �a2+2
z2�� �a1�
+ �a2� follows from the fact that �aj +2
zj�� �aj� is always
true. In particular, this is trivial for zj =0 and it is a conse-
quence of �aj +2
zj�� ���2
zj�− �aj����
� �aj� in all other
cases. The result follows.
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