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Ontological theories of quantum mechanics describe a single system by means of well-defined classical
variables and attribute the quantum uncertainties to our ignorance about the underlying reality represented by
these variables. We consider the general class of ontological theories describing a quantum system by a set of
variables with Markovian �either deterministic or stochastic� evolution. We provide proof that the number of
continuous variables cannot be smaller than 2N−2, N being the Hilbert-space dimension. Thus, any ontological
Markovian theory of quantum mechanics requires a number of variables which grows exponentially with the
physical size. This result is relevant also in the framework of quantum Monte Carlo methods.
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I. INTRODUCTION

In classical mechanics, the number of variables describing
the state of a particle ensemble scales as the number of par-
ticles; thus, the calculation time and memory resources
which are necessary in a numerical simulation are generally
a polynomial function of the physical size. This friendly
property of classical systems seems to be lost at the micro-
scopic level, when quantum effects become relevant. It is
well known that the definition of a quantum state requires a
number of resources growing exponentially with the number
of particles. This characteristic is at the basis of the exponen-
tial complexity of quantum mechanics �QM� and forbids at
present an efficient simulation of the dynamics of many-
body systems, unless some approximation is involved or par-
ticular problems are considered �1–4�.

The origin of the exponential growth can be understood
with the following example. A quantum scalar particle is
associated with a complex wave function ��x�� which resides
in three-dimensional space and evolves in accordance with
the Schrödinger equation. Discretizing each coordinate with
R points and evaluating the spatial derivatives by finite dif-
ferences, the Schrödinger equation is then reduced to 2R3

real ordinary differential equations. One could interpret � as
a physical field which pilots the particle and intuitively con-
clude that M interacting particles are trivially described by
M complex wave functions in three-dimensional space.
Thus, the number of variables would grow linearly with the
number of particles. Instead, in the standard description of
quantum phenomena, an ensemble of M particles is associ-
ated with a single complex wave function ��x�1 , . . . ,x�M�
which resides in the configuration space of the whole system.
If each coordinate is discretized with R points, the number of
real variables we have to integrate grows exponentially with
M and is given by 2R3M.

In general terms, if two quantum systems A1 and A2 are
associated with the Hilbert spaces H1 and H2, then the com-
posite system A1+A2 is associated with the tensorial product
H1 � H2. This characteristic was at the basis of Born’s argu-
ments against a realistic interpretation of the wave function
by Schrödinger, which would imply an exponential growth
of physical variables. In Born’s interpretation the wave func-
tion does not represent real quantities, but it is merely a

mathematical tool of the theory enabling one to evaluate the
probabilities of physical events. It is similar to the classical
concept of a probability distribution, which has the form
��x�1 , p�1 , . . . ,x�M , p�M� for an ensemble of M particles and re-
sides in the phase space of the whole system. In spite of this
similarity, Born’s interpretation constitutes a deep departure
from classical statistical theories, where each system is de-
scribed by well-defined �ontological� quantities and the prob-
ability distributions merely provide a statistical �epistemo-
logical� description of them �in the following, we use the
terms “classical,” “ontological,” and “realistic” as syn-
onyms�.

This departure is not unavoidable; indeed, ontological
theories of quantum phenomena exist, such as Bohmian me-
chanics �5–7�, which describes single systems by means of
well-defined variables �ontic variables� determining the out-
going values of measurements. However, Born’s argument
constitutes the main difficulty of these approaches, since they
promote the abstract wave function to the rank of a classical
real field. Thus, it is natural to ask whether there exists an
ontological theory of quantum phenomena which uses an
alternative representation of a single system and is not sub-
ject to the exponential growth of the number of variables.
This is not only a foundational problem, but it has also a
concrete relevance, since such a theory would provide a new
revolutionary quantum Monte Carlo method �QMC� for
many-body problems �3,4,8�. Questions pertaining to the
computational complexity of QMC are discussed in Ref. �9�.

In this article, we consider this problem from a general
point of view and give a proof that the exponential growth of
the number of variables is a common feature of any onto-
logical Markovian �deterministic or probabilistic� theory of
quantum systems. More precisely we prove that, for a system
with a finite N-dimensional Hilbert space, the number of
continuous ontic variables cannot be smaller than 2N−2. As
a consequence, Born’s criticism does not concern only pilot-
wave theories, but every realistic Markovian theory. If we
assume QM exact, then this result suggests two choices: ei-
ther to reject ontological causal theories of quantum systems
or to accept the exponential growth of the ontic variables as
an intrinsic feature of quantum phenomena. After this work
was completed, we became aware that similar questions were
discussed by Hardy �10�. He proved that the number of ontic
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states cannot be finite, but did not place constraints on the
dimensionality of the ontic-state space. As far as we know,
the question on the exponential growth of the ontological
dimensionality was posed for the first time in Refs. �4,8�.
Very recently, similar studies have been tackled in Ref. �11�.
However, until now no answer to this open question has been
given.

One could object that the use of the multiparticle wave
function as a variable field in ontological models is an obvi-
ous requirement, because of Bell’s theorem on entangled
states. Thus, our proof would not be necessary. However,
Bell’s theorem imposes only a nonlocality condition on real-
istic theories and says nothing about the dimensionality of
the ontic-state space. One cannot reject a priori the possibil-
ity of a nonlocal realistic theory with a space of variables
smaller than the Hilbert space without an explicit proof.

In Sec. II we give the motivations for this study and in-
troduce the general properties that an ontological theory of
QM has to satisfy. In Sec. III we provide some examples and
in Sec. IV discuss a particular case of dimensional reduction
of the ontic-state space. In Sec. V A the proof of the theorem
on the classical-space dimension is presented and its conse-
quences for quantum Monte Carlo methods are sketched. Fi-
nally, the conclusions are drawn in the last section.

II. CLASSICAL THEORIES OF QUANTUM MECHANICS

The state of a quantum system is described by a trace-1
density operator �̂ which is Hermitian and non-negative de-
fined, i.e., it satisfies the properties

Tr �̂ = 1,

�̂† = �̂ ,

����̂��� � 0 for every ��� . �1�

When the maximal information on the system is obtained,
the quantum state is described by a Hilbert-space vector ���
and the density operator is the projector ������. A von Neu-
mann measurement is associated with a Hermitian operator

M̂ =�kmk�k��k�, where mk are the possible results and the

vectors �k� are orthonormal. If M̂ is not degenerate, when M̂
is measured and the system is in the pure state ���, the prob-
ability of obtaining result mk is pk= ��k ����2. If mk is ob-
tained, the quantum state is projected onto �k�. This is the
general framework of QM.

In spite of the evident success of QM in explaining secu-
lar experimental results, there are at least two reasons to ask
for an alternative reformulation of the theory. The first one
concerns the ambiguity in the state projection rule, which
requires one to mark a boundary between the fuzzy micro-
scopic quantum world and the macroscopic well-defined ob-
servations. This ambiguity has at present no practical conse-
quence, since the quantum predictions are practically
insensitive to the boundary, once the quantum domain is
taken sufficiently large. This insensitivity is related to deco-
herence phenomena �12�. Our work is motivated by another
more practical reason. In classical mechanics, the number of

variables which specify the state scales linearly with the
physical size; thus, a numerical simulation of dynamics is
generally a polynomial complexity problem. Conversely, the
definition of a quantum state requires an exponentially grow-
ing number of resources, making the numerical integration of
the Schrödinger equation impossible even for a small num-
ber of particles. Many approximate methods are used in or-
der to circumvent this problem, such as quantum Monte
Carlo and semiclassical methods, the Hartree-Fock approxi-
mation, density-functional theory, and so on. However, at
present no general numerical method is known which is able
to solve in polynomial time quantum many-body dynamics.
It is interesting to observe that in the standard interpretation
the wave function does not represent a physical field, but it
provides complete statistical information on an infinite en-
semble of realizations; thus, the exponential growth of re-
sources in the solution of the Schrödinger equation is not
surprising. Indeed, this occurs also in classical mechanics
with the definition of the multiparticle probability distribu-
tion ��x�1 , p�1 , . . . ,x�M , p�M�. For example, consider the problem
of M mutually coupled classical Brownian particles, which
are described by the stochastic equations

dv� i

dt
= �

j�i

F� ij�x�i,x� j� − �v� i + �� i�t� , �2�

where x�i, v� i, F� ij, �, and �� i	��i
1 ,�i

2 ,�i
3� are the spatial coor-

dinates, the velocity, the interaction force, the coefficient
of viscosity, and the noise term, respectively. The two-time
correlation function of the noise term is ��i

k�t�� j
l�t���

=g�ij�kl��t− t��. The masses are set equal to 1. The solution
of these equations is the trajectory of a single realization, and
its evaluation is a polynomial problem. Equation �2� is asso-
ciated with the Fokker-Planck equation

��

�t
= �

i

 �

�v� i

· ��v� i − �
j�i

F� ij� +
g

2

�2

�v� i
2 −

�

�x�i

· v� i
� . �3�

Its direct numerical integration is an exponential complexity
problem. The difference of complexity between Eqs. �2� and
�3� is not amazing, since the first equation describes the tra-
jectory of a single realization; conversely, the second one
provides a complete statistical description of an infinite num-
ber of realizations. Since this complete information is in gen-
eral out of the experimental domain, a detailed evolution of
the multiparticle probability distribution is not required and
it is practically sufficient to evaluate the averages of some
quantities over a finite number of trajectories by means of a
Monte Carlo method. In QM, a similar approach is used for
thermal equilibrium problems and, with some approxima-
tions, in dynamical problems �quantum Monte Carlo meth-
ods�. The point of this discussion is the following. Suppose,
in accordance with Einstein’s view, there exists a more fun-
damental theory which does not provide a statistical descrip-
tion of ensembles and characterizes each quantum system by
means of a set of well-defined physical variables. The dy-
namical laws of this ontological theory and the Schrödinger
equation would be similar to Eqs. �2� and �3� of our example,
respectively. Thus, it is natural to pose the following ques-
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tion: Is the trajectory simulation in this fundamental theory a
polynomial problem? More precisely, does the ontological-
space dimension grow polynomially with the physical size?
In this case, the fundamental theory would provide in a natu-
ral way a revolutionary quantum Monte Carlo method. This
is the nonobvious core question of this article, and we will
find that the answer is negative, i.e., the exponential com-
plexity is not related to the ensemble description, but it is a
general feature of any ontological Markovian theory of quan-
tum phenomena. In the following subsections, we introduce
the general properties of such theories.

A. Kinematics

We characterize a single system by means of a set
of continuous and discrete ontological variables—say,
x1 ,x2 , . . . ,xw and s1 , . . . ,sp, respectively. In the following
we use synthetically the symbol X for this set—i.e., X
= �x1 , . . .xw ,s1 , . . .sp�. For a single system, it takes a well-
defined value X�t� at any time t. When a quantum system is
prepared in a state ���, the ontological variable takes a value
X with a probability ��X� which depends on ���. ��X� has to
satisfy the conditions

� dX ��X� = 1, �4�

��X� � 0. �5�

In principle, it is possible that ��� does not fix unequivocally
�; this one could then depend on the specific experimental
setup used to prepare the pure state. Furthermore, in the
quantum formalism the pure-state preparation deletes the
memory of the previous history. This is not necessarily true
in the ontological theory. In order not to lose generality, we
assume that each pure state can be associated with different
probability distributions which can depend on the specific
experimental setup and the previous history. This prevents
us from writing a single-valued functional relation ���
→��X����. Let C be a set which contains at least one ele-
ment; we write the mapping

��� → ���X��,���,� � C� . �6�

This overlabeling of � can be found also in the positive
P-functions �13�, mainly used in quantum optics and degen-
erate boson gases, and in Ref. �14�, where ��C is identified
as context for the quantum-state preparation. Obviously, if
������� ��������, then ��X�� ,������X��� ,���� for any �
and ���C. Thus, function �6� can be inverted and we have

������ = D̂��� , �7�

where the operator D̂��� is a function whose domain is the
image of the functional ��X�� ,���.

Equation �6� and its equivalent form, Eq. �7�, are our first
hypothesis. As a practical example, consider a single mode
of the electromagnetic field, whose annihilation and creation
operators are â and â†, respectively. The coherent state ��� of
the mode is

��� = e−���2/2�
n=0

	
��â†�n

n!
�0� , �8�

where �0� is the vacuum state and � is a complex number. By
means of the coherent state, it is possible to define some
quasiprobability distributions associated with the quantum
states. The Glauber distribution PG��� of the state ��� is
defined as

� d� PG��������� 	 ������ . �9�

A Glauber distribution exists for any quantum state, but in
general it is highly singular and nonpositive and cannot be
interpreted as a probability distribution �Eq. �5��. The
positive-P distribution P�� ,
� is a generalization of PG and
is such that

� d� d
 P��,
�B̂��,
� 	 ������ , �10�

where B̂�� ,
�	e����2+�
�2−2
���/2����
�. It is possible to prove
that each quantum state ��� is associated with a positive-P
distribution �13�. Equation �10� is a concrete example of Eq.
�7�, X being the variable set �� ,
�. Note that a single mode
has an infinite-dimensional Hilbert space; conversely, the
�� ,
� space is four dimensional, i.e., we can represent a
quantum state as a statistical ensemble on a reduced space of
variables. These variables and P�� ,
� are analogous to the
variables �x�i ,v� i� in Eq. �2� and the probability distribution �
in Eq. �3�, respectively. The dimensional reduction program
would look, at this stage, feasible. However, we have still to
define the dynamics of X and the connection between X and
the measurements.

B. Dynamics

In quantum mechanics, the state evolution of a conserva-
tive system from time t0 to t1 is described by a unitary op-

erator Û�t1 ; t0�, i.e., we have the Markovian and determinis-
tic evolution

���t1�� = Û�t1;t0����t0�� . �11�

We retain in the ontological theory the Markovian property

and define a conditional probability P�X , t1�X̄ , t0�� such that

�1�X�=�dX̄ P�X , t1�X̄ , t0���0�X̄�, where �0�X� and �1�X� are
two probability distributions associated with ���t0�� and
���t1��, respectively.

We assume that every unitary evolution is physically at-
tainable. This hypothesis rests on the fact that, in quantum
computers, every unitary evolution is in principle feasible by
means of a finite number of quantum gates that have a physi-
cal implementation �see, for example, Chap. 4 of Ref. �15��.
As a consequence, every unitary operator has to be associ-
ated with a conditional probability. As for the probability
distribution, in general each unitary operator can be mapped
to many different conditional probabilities which can depend
on the physical implementation of the evolution. Thus, we
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introduce a set E which contains at least an element and
define the mapping

Û → �P�X�X̄�,Û,��,� � E� . �12�

The label ��E identifies the context for the unitary evolu-
tion �14�.

The conditional probabilities have to satisfy the following
conditions.

�i� For any Û and ��E,

P�X�X̄�,Û,�� � 0, �13�

� dX̄ P�X̄�X�,Û,�� = 1. �14�

�ii� For any Û, ��E, ���, and ��C, there exists a �1
�C such that

��X�Û��,�1� =� dX̄ P�X�X̄�,Û,����X̄���,�� . �15�

�iii� For any Û1,2 and �1,2�E, there exists a �3�E such
that

� dXiP�X̄�Xi�,Û2,�2�P�Xi�X�,Û1,�1� = P�X̄�X�,Û2Û1,�3� .

�16�

Note that the integral symbol �dX synthetically indicates the
integration and sum over the continuous and discrete vari-
ables.

The set �P�X̄�X� , Û ,�� ,��E� is an equivalence class la-

beled by Û. The set of all the equivalence classes is a group,

whose identity is �P�X̄�X� ,1 ,�� ,��E�.
These are the general hypotheses for the dynamics in the

ontological theory. In the case of the positive-P distribution,
it is possible to define conditional probabilities which satisfy
these conditions, but we will not show it.

It is important for our purposes to deduce some properties

of P�X�X̄� , Û ,�� and ��X��� ,��. We introduce the following.
Definition 1. We denote by I�� ,�� the support of the

probability distribution ��X�� ,���—i.e., the smallest closed
set with probability 1—and define I��� as

I��� = �I��,��,� � C� . �17�

In practice, if the set of values X is countable, then X
� I�� ,��⇔��X��� ,���0. For continuous spaces this is still
true apart from a zero-probability set. In order not to be
pedantic, we assume that these negligible sets are null, i.e.,
we assume that our probability distributions have the same
properties of discrete distributions.

Property 1. If X̄� I���, then the support of P�X�X̄� , Û ,��
is a subset of I�Û��. Equivalently, if X̄� I��� and

P�X�X̄� , Û ,���0, then X� I�U��.

If the X space is discrete, this property is a consequence of

Eqs. �5�, �13�, and �15�. The proof is as follows: if X̄� I���,
then there exists an � such that ��X̄��� ,���0. Thus, if

X is an element of the support of P�X�X̄� , Û ,��,
then there exists an �1 �second enumerated con-

ditions� such that ��X�Û�� ,�1�=�X̃P�X�X̃� , Û ,����X̃��� ,��
� P�X�X̄� , Û ,����X̄��� ,���0, i.e., X is an element of I�Û��.
For continuous spaces, Property 1 is true apart from unim-
portant sets with zero probability. As previously said, we will
assume them null.

Property 1 can formulated in these terms. If X�t� is the
deterministic or stochastic trajectory of the ontological vari-
able and X�t0�� I��� at time t0, then at a subsequent time

t1� t0, X�t1�� I�Û�t1 ; t0���. In general, this property is not
invariant for time inversion and X�t0�� I��� does not imply

that X�t1�� I�Û�t1 ; t0���. The noninvariance is due to the fact
that a backward Markovian process is not in general a Mar-
kovian process. Thus, the set I���t�� is as a black hole; the
trajectories X�t� can jump into it, but cannot escape from it.
This is illustrated in Fig. 1�a�. Points �I�, �II�, and �III� in the
figure are defined in the caption.

It is reasonable to assume that this confluence of the tra-

jectories into I�Û�t1 ; t0��� corresponds to a transient behav-
ior which becomes negligible after a suitable series of uni-
tary evolutions. This is equivalent to saying that for any ����,
there exists a probability distribution ��X���� ,�� whose sup-
port contains only points of type �I� and �III� �Fig. 1�b��.

In the following, we assume that, after a suitable transient
evolution, the variable X evolves toward a classical subspace
where the time symmetry is fulfilled and consider only this
subspace as the space of ontic states. Thus, we enunciate the
following.

Property 2. For any ���, Û, and ��E, if X̄� I��� and

P�X�X̄� , Û ,���0, then X� I�U��.

t0Ι[ψ( )]

t1Ι[ψ( )]

t2Ι[ψ( )]

(I)

(II)

(II)

(b)

(III)t0

t1

t2Ι[ψ( )]

Ι[ψ( )]

Ι[ψ( )]

tim
e ~ t2

~ t1

~ t0Ι[ψ( )]

Ι[ψ( )]

Ι[ψ( )]

(a)

FIG. 1. Visual representation of the evolution of I���t�� in the
ontic-state space. �a� Classical states in I���t0�� at time t0 �labeled
with �I�� cannot escape from I���t�� at subsequent time t� t0. How-
ever, some states outside I���t0�� �labeled with �II�� can jump into
I���t��. Other states �III� may exist which remain always outside
I���t��. �b� The evolution of the support I for two different states

��� and ��̃�. After a suitable transient evolution, no trajectory can

escape from or jump into I���t�� and I��̃�t��.
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Equivalently, if X�t� is a deterministic or stochastic trajec-
tory and X�t0�� I��� at time t0, then at a subsequent time

t1� t0, X�t1�� I�Û�t1 ; t0��� �Fig. 1�b��.
It is interesting to note that the actual state of a system we

seek to describe in the laboratory might not have undergone
the suitable transient evolution and not be in a region with
the time symmetry property. For example, this might occur
for a system sufficiently isolated since the early Universe.
However, it important to realize that the ontic-state space is
fixed once and for all and it must be able to describe every
potential future evolution of the system. For our purpose, it
is sufficient to know that there exists a region with the time
symmetry property established by Property 2. The constraint
on the dimensionality that we will find for this subregion will
be valid for the whole classical space.

Properties 1 and 2 will be fundamental for our proof in
Sec. V A.

C. Measurements

Let M̂ be a Hermitian operator with eigenvectors �k� and
eigenvalues mk, k being an integer index. When a measure-

ment of M̂ is performed on the state ���, the result mk is
obtained with probability

pk = ��k����2 �18�

if mk is not degenerate.
In the ontological theory, we introduce a conditional prob-

ability PM̂�k�X�� such that �8�

�
k

PM̂�k�X�� = 1, �19�

PM̂�k�X�� � 0, �20�

� dX PM̂�k�X����X���,�� = ��k����2, �21�

for any ��C and ���. Equation �21� makes the classical
measurement rule equivalent to Born’s rule.

When PM̂�k�X�� takes only the values 0 and 1, the onto-
logical theory is called “dispersion-free” and the variable X
determines exactly the measurement results. However, this
property is not necessary for our scope and will not be as-

sumed. It is useful to note that each Hermitian operator M̂
may be associated with many conditional probability distri-
butions, i.e., the measurement results may depend on the

physical implementation of the measurement of M̂. In order
to account for this dependence, we have to introduce a set D,
akin to C and E, and let the conditional probability depend
on 
�D—that is, denote the conditional probability by
PM̂�k�X� ,
� �14�. This function has to satisfy properties
�19�–�21� for any 
�D.

For our purpose, it is sufficient to consider only trace-1
projectors and prove the following.

Property 3. If ��� and ���� are two orthogonal states, then
the supports of ��X��� ,�1� and ��X���� ,�2� do not contain
common elements, for every �1 and �2—i.e., I���� I����
=�.

Proof. Assume ab absurdo the opposite, and let X0 be a
value such that ��X0��� ,�1� and ��X0���� ,�2� are not equal
to zero. Let P�1�X�� be the conditional probability of obtain-
ing 1 with the projective measurement ������ and a fixed 
.
By Eq. �21�, we have

� dX P�1�X����X���,�1� = 1. �22�

Since ��X��� ,�1� is positive and normalized to 1 �Eqs. �4�
and �5�� and ��X0��� ,�1��0, by Eq. �22� we have that
P�1�X0��=1. This is obvious if the set of values X is count-
able. As said in Sec. II B, this is true also in the continuous
case apart from events with zero probability which can be
neglected. Similarly, we have

� dX P�1�X����X����,�2� = 0. �23�

Since ��X0���� ,�2��0, we have that P�1�X0��=0, in contra-
diction with the previous deduction. Thus, X0 cannot be a
common element of I��� and I����. In simple words, since
��� and ���� correspond to mutually exclusive events, they
cannot be associated with the same value of the ontological
variable. This property has been used in Ref. �14� to derive a
no-go theorem for noncontextual hidden-variable models,
and a similar property has been used in Ref. �10� to derive
the “ontological excess baggage theorem.”

It is interesting to note that every positive distribution
introduced in quantum optics, such as the positive-P and
Husimi Q functions, does not provide an ontological descrip-
tion of quantum mechanics, since in general its support is the
whole phase space and two orthogonal quantum states can
have overlapping probability distributions.

We have completed our characterization of an ontological
theory of QM. In the following section, we introduce some
ontological models of simple quantum systems and show
that their space dimension is always equal to or larger than
2N−2, where N is the Hilbert-space dimension.

III. TWO EXAMPLES OF ONTOLOGICAL THEORIES

A. Two-state quantum system

We consider the ontological model of a two-state system
reported in Ref. �16�. The classical variable X is a three-
dimensional unit vector, which we denote by v� . Let �−1� and
�1� be two orthogonal states; we associate each quantum state
���	�−1�−1�+�1�1� with the following probability distribu-
tion in X:

��v� ���� =
1

�
v� · w� �����v� · w� ���� , �24�

where � is the Heaviside function and the three components
of w� ��� are

w1��� 	 �−1
� �1 + �1

��−1,

w2��� 	 − i�−1
� �1 + i�1

��−1,
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w3��� 	 ��−1�2 − ��1�2, �25�

i.e., w� ��� is the Bloch vector of ���. w� ��� is the symmetry
axis of the probability distribution, whose support is a hemi-
sphere �the region where � is different from zero�.

We write the Hamiltonian as

Ĥ = �
k=1

3

hk�t��̂k, �26�

�̂k and hk�t� being the Pauli matrices and three real time-
dependent coefficients, respectively. The vectors ��1� are the
eigenstates of �̂3 with eigenvalues �1. It is easy to prove
that the equation of motion of w� ��� is

dwi

dt
= 2�

jk

�ijkhj�t�wk, �27�

where �ijk is the Levi-Civita symbol. Thus, the probability
distribution evolves rigidly according to the Liouville equa-
tion

��

�t
= − 2�

ijk

�ijkhj�t�vk
��

�vi
, �28�

which corresponds to the deterministic equation for the on-
tological variable v�:

dvi

dt
= 2�

jk

�ijkhj�t�vk. �29�

The measurement rule is as follows: the probability of an
event associated with the vector ��� is

P���v� �� 	 ��w� ��� · v�� . �30�

It is possible to prove that

� dv� P���v� ����v� ���� = �������2, �31�

the right-hand side being the probability of the event ���
according to Born’s rule. Thus, we can describe a two-state
system as a classical one in a space with the dimension equal
to 2N−2, where N=2 is the Hilbert-space dimension.

It is useful to remark that, in this model, each vector v� is
not associated with only one quantum state, i.e., probability
distributions associated with different quantum states can
overlap. In other words, if we define S�v�� as the set of
Hilbert-space vectors ��� such that ��v� �����0, then S�v��
contains infinite elements. Note that this model satisfies
Property 3; i.e., if ��� and ���� are two orthogonal vectors
and ����S�v��, then �����S�v�� �this property will be fur-
ther discussed in Sec. V A�.

B. Higher dimension of the Hilbert space
and Kochen-Specker theorem

Classical dispersion-free models are possible also for
higher-dimensional quantum systems. Here we discuss a
simple example introduced in the first chapter of Ref. �6�. It
is very artificial, but shows that ontological formulations of
quantum mechanics are possible.

We consider a quantum system associated with an
N-dimensional Hilbert space. Let �1� , �2� , . . . , �N� be an or-
thonormal basis. We associate the quantum state

��� = �
k

�k�k� �32�

with the probability distribution

���1, . . . ,�N,����� 	 �
k

���k − �k� , �33�

where the ontic-state space is spanned by the N complex
variables �k and �, which take values in the real interval
�0, 1� with uniform probability. Obviously, the ontological
variable �k evolves deterministically as �k—i.e., by means of
the Schrödinger equation

i�
��k

�t
= �

l

�k�Ĥ�l��l. �34�

We can consider � a constant of motion. At this point, we
have to write a conditional probability for events. Let
���1�� , . . . , ���N�� be a set of orthonormal vectors associated

with events. If the projective operator P̂�1�= ���1�����1�� is
measured, the probability of the event ��1� is

P�1���� 	 ����1�����2. �35�

It is easy to prove that

P�1���� =� d2N��
0

1

d� P�1���,�����,����� , �36�

where

P�1���,�� 	 ��������1���2 − �� , �37�

with ���	�k�k�k�. Thus, the function P�1��� ,�� can be inter-
preted as the conditional probability of event 1. If the pro-
jective operator ���2�����2�� is subsequently measured, the
probability of event ��2� is

P�2���� 	 ����2�����2. �38�

We want to find a conditional probability P�2��� ,�� such that

P�2���� =� d2N��
0

1

d� P�2���,�����,����� . �39�

Since the two events ��1� and ��2� are mutually exclusive,
P�1��� ,�� and P�2��� ,�� cannot be different from zero for
the same values of the conditional variables. Bearing this in
mind, we put

P�2���,�� = ��������1���2 + ������2����2 − �� − P�1���,�� ,

�40�

i.e., P�2��� ,�� is 1 for ��� ���1���2��� ��� ���1���2

+ ��� ���2���2 and zero elsewhere. Analogous constructions
can be made for the other projective measurements
���k�����k��.

It is interesting to note that the conditional probability of
the event ��2� depends by construction on ���1��, i.e., a
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different choice of the first projective measurement modifies
the outgoing result of the second one. This characteristic is
called contextuality and is unavoidable when the Hilbert-
space dimension is higher than 2, as established by the
Kochen-Specker theorem �16,17�.

We have shown that it is possible to construct an onto-
logical theory which fulfills the three conditions established
in Sec. II. The classical variables are 2N+1 in number. How-
ever, since �k��k�2=1 and the global phase is unimportant,
the manifold of ontic states can be reduced to 2N−1. An-
other dimension can be eliminated if we give up the
dispersion-free property. A very simple example of model
which is not dispersion free and satisfies our three general
conditions is obtained with the following probability distri-
bution and conditional probability for the state � and the
event �:

���1, . . . ,�N���� 	 �
k

���k − �k� , �41�

P������ = �������2. �42�

The corresponding ontological manifold has 2N−2 dimen-
sions. Although this example sounds trivial, it shows that an
ontological theory in a �2N−2�-dimensional space which sat-
isfy our conditions is possible. As we will prove in Sec. V A,
this dimensional value is also the lowest possible one.

IV. DIMENSIONAL REDUCTION OF THE ONTOLOGICAL
SPACE IN A PARTICULAR CASE

In this section we discuss an example of dimensional re-
duction of the ontological space. This reduction is possible
for particular quantum states and measurements. We will
consider a bosonic mode and show that there exists a four-
dimensional manifold in the Hilbert space whose elements
can be represented in a two-dimensional classical space.
Since this example is very well known in the literature, its
discussion will be brief. For more details, see, for example,
Ref. �4� and references cited therein.

We consider a one bosonic mode with a Hamiltonian qua-
dratic in the annihilation and creation operators â and â†. The
results can be extended to the case of a higher number of
modes. The Wigner distribution of a quantum state ��� is by
definition the function

W��� 	
1

�2� ���e�â†−��â���e���−���
d2� , �43�

where � is a complex number and the domain of integration
is the complex plane.

Let q̂ and p̂ be two Hermitian operators such that â= �q̂
+ ip̂� /�2; they satisfy the canonical commutation relation
�q̂ , p̂�= i. In the basis of the eigenvectors �x� of q̂, Eq. �43�
becomes

W�q,p� =
1

2�
�

−	

	

dx ��q + x/2����q − x/2�e−ixp, �44�

where q+ ip	� and ��x�	�x ���.

The Wigner function satisfies the identity

� dq dp W�q,p� = 1. �45�

In general, it can take negative values, but for particular
states it is positive in the whole phase space �q , p� and can be
interpreted as a probability distribution. This is the case of
the Gaussian states

��x�q0�,p0,a,b� 	
1

��a�1/4e−�x − q0�2/2a+ip0�x−q0�+ib�x − q0�2
,

�46�

whose Wigner distribution is the two-dimensional Gaussian
function

W�q,p�q0�,p0,a,b� =
1

�
e−�q − q0�2/a−a�p − p0 − 2b�q − q0��2

.

�47�

q0 and p0 are the mean values of q and p, and a and b set the
squeezing and symmetry axes of the distribution.

From Eq. �44� it easy to verify that

�
−	

	

dp W�q,p� = ���q��2, �48�

�
−	

	

dq W�q,p� = ��̃�p��2, �49�

where �̃ is the Fourier transform of �. Thus, the marginal
probability distributions of q and p are the probability distri-
butions of the observables x̂ and p̂, respectively. In general,
the probability distribution of the observables cos �q̂
+sin �p̂, called in quantum optics quadratures, is the mar-
ginal probability distribution of cos �x+sin �p.

If only quadrature measurements of are considered, then
the probability distribution of the outgoing values can be
obtained by means of the classical probability rules of Sec.
II C. For example, we have from Eq. �48�

���q��2 =� dq̄ dp̄ P�q�q̄�, p̄�W�q̄, p̄� , �50�

where P�q�q̄� , p̄�	��q− q̄� is the conditional probability den-
sity associated with the measurement of q̂. Furthermore, it is
possible to prove that for any unitary evolution whose gen-
erator is quadratic in â and â†, the Wigner function evolves
according to the rules of Sec. II B. More precisely, the evo-
lution equation of W is a Liouville equation �4�.

The manifold of the Gaussian quantum states is four di-
mensional; conversely, the number of classical variables is 2.
The dimensional reduction becomes more drastic when M
modes are considered. In this case, the number of classical
variables grows linearly with M; conversely, the dimension
of the manifold of Gaussian quantum states grows quadrati-
cally. Multidimensional Wigner functions are used, for ex-
ample, in the study of Bose-Einstein condensates �18,19�.
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V. THEOREM ON THE DIMENSION
OF THE ONTOLOGICAL SPACE

A. Definitions and properties

In Sec. II we have established three general conditions of
ontological theories of quantum mechanics; let us enumerate
them.

�i� Let X, H, and C be a set of discrete and/or continuous
variables, an N-dimensional Hilbert space, and a set which
contains at least one element. There exists a functional ���
→ ���X��� ,�� ,��C� which associates each quantum state
����H with a set of probability distributions of the variables
X.

�ii� Let E be a set with at least one element. There exists a

functional Û→ �P�X�X̄� , Û ,�� ,��E� which associates each

unitary operator Û of H with a set of conditional probabili-

ties P�X�X̄� , Û ,��. These distributions satisfy the properties
in Sec. II B.

�iii� Let P̂��� be the trace-1 projector ������. There exists
a conditional probability PM���X�� such that

� dX PM���X����X���,�� = ���P̂������ = �������2 �51�

for every � and ���.
It is useful to introduce the following definitions.
Definition 2. We call S�X� the set of quantum states ���

such that X� I���.
Definition 3. ÛS�X� is the set of vectors Û���, with ���

�S�X�. In simple words, ÛS�X� is the unitary evolution of
the set S�X�.

By means of Properties 1 and 2, it is trivial to prove the
following.

Property 4. If P�X�X̄� , Û ,���0, then ÛS�X̄�=S�X�.
Proof. It is sufficient to prove that a state ��� is in S�X̄�

if and only if Û����S�X�. If ����S�X̄�, then X̄� I���.
By Property 1, X� I�Û��—i.e., Û����S�X�. Similarly, it

is proved by means of Property 2 that Û����S�X�⇒ ���
�S�X̄�.

Property 4 can be formulated in these terms. If X�t� is a
deterministic or stochastic trajectory in the ontic-state space

and Û�t1 ; t0� is the associated unitary evolution from time t0

and to time t1, then

Û�t1;t0�S�X�t0�� = S�X�t1�� , �52�

for any t0,1. An illustration of this property is reported in Fig.

2, where the unitary evolution Û�t1 ; t0� is synthetically de-

noted by Û. On the left we have represented a trajectory in a
one-dimensional classical space. On the right the corre-
sponding evolution of S is sketched. S�X�t0,1�� are drawn as

cones with ��� and Û��� as symmetry axis. The Hilbert
space is represented as a three-dimensional Euclidean space.

Another fundamental property of S holds.
Property 5. The set S�X� cannot contain every vector of

the Hilbert space. This is a consequence of Property 3. If ���

is a vector of S�X�—i.e., X� I���—then any orthogonal vec-
tor of ��� is not an element of this set.

At this point, the proof of our theorem on the classical-
space dimension is very simple.

B. The theorem

By means of the outlined properties, we will prove the
following.

Theorem. The number of continuous variables in the set X
cannot be smaller than 2N−2.

In the proof, we will use Properties 4 and 5, which are a
synthesis of Properties 1–3.

Proof. Let X̄ be a fixed value such that S�X̄� contains at
least one vector of the Hilbert space. Property 4 says that for

every unitary evolution Û there exists a value X such that

ÛS�X̄� = S�X� . �53�

This implies that the number of continuous ontological vari-
ables in X �x1 , . . .xw; see Sec. II A� is at least equal to the
number of parameters required to specify the orientation of

any unitary evolution of S�X̄� �see Fig. 2�. If S�X̄� were

invariant with respect to every Û, one would find 0 as the

lowest bound, but this is not our case, since S�X̄� is not a null
set and does not contain every vector �Property 5�. As dis-
cussed in the following, the lowest number of required ori-
entation parameters is 2N−2. Thus, the theorem is proved. �

In an N-dimensional Hilbert space the orientation of

ÛS�X� can be specified by N−1 orthogonal vectors, which

evolve according to Û, i.e., they are rigidly fixed in ÛS�X�.

Ψ

Ψ

X(t0)

X(t1)

X space Hilbert space

tim
e

U

FIG. 2. Visual representation of a trajectory in a one-
dimensional classical space and corresponding evolution of S. At
time t0, the ontological variable takes the value X�t0�. At the subse-
quent time t1, the variable has evolved into a value X�t1� with prob-

ability P�X�t1��X�t0�� , Û ,��. If this probability is finite, the set
S�X�t1�� of Hilbert-space vectors �top right inset� is equal to the
unitary evolution of S�X�t0�� �bottom right inset�—i.e., equal to

ÛS�X�t0��. The sets S are represented as cones with ��� and Û���
as symmetry axes. Note that if the Hilbert space has a dimension
higher than 2, the points of the one-dimensional classical space
cannot map every possible orientation of S�X�t1��.
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This representation is sufficient, but could be redundant
when S has some symmetry. In order to clarify intuitively
this point, one can consider some visual examples in Euclid-
ean three-dimensional space. The orientation of a sphere
does not require any parameter, since it is invariant with
respect to every rotation. A cylinder or cone is invariant with
respect to the rotation around its symmetry axis. Thus, in
order to specify their orientation it is sufficient to give the
direction of this axis—i.e., a vector. By contrast, a pyramid
has no rotational symmetry and we have to rigidly fix two
orthogonal axes and specify their directions. In general, for a
set of elements in an N-dimensional Euclidean or Hilbert
space the orientation is specified by N−1 orthonormal vec-
tors when the set has no symmetry with respect to rotations,
whereas no parameter is required if the set is completely
symmetric. In our case, since S is not uniform, the number of
required orientation vectors is at least 1. This minimal label-
ing is possible when there exists one vector ��� such that S
is invariant with respect to every unitary evolution which
leaves ��� unchanged. In simple words, the orientation can
be merely specified by one vector when there exists a sym-
metry “axis” and ��� is the direction of this “axis” �see Fig.

2�. Thus, the set ÛS�X̄�=S�X� is identified by Û���, where

��� is the symmetry axis of S�X̄�. This vector is defined by N
complex numbers, but because of the normalization of the
quantum states and the irrelevance of their global phase, it
can be labeled by 2N−2 real parameters, which are the mini-
mal number of parameters required to specify the orientation

of ÛS.
Let us consider the two-state model of Sec. III A as a

practical illustration of the theorem. The space X is the set of
three-dimensional unit vectors v� , and each quantum state is
associated with the probability distribution in Eq. �24�. In
this case, the elements of S�v�� are the Hilbert-space vectors
��� such that ��� ����2�B	1 /2, ��� being the state whose
Bloch vector, defined by Eq. �25�, is v� . It is clear that ��� is
the symmetry axis of S�v�� and determines the orientation of
the set. The dynamics of S�v�� is a mere rotation, and the axis
evolves according with Eq. �53�. This model is dispersion
free. For more general models, it is possible to have different
symmetric sets S�v�� with 0�B�1 /2. However, B cannot be
larger than 1/2, because of Property 3. For B=0, set S�v��
contains only the vector ��� and the conditional probability
defined by Eq. �30� is replaced by P���v� ��	�1 /2��1
+w� ��� ·v��. It is possible to have theories with an asymmetric
set S, but in this case the two dimensions of the Bloch sphere
are not sufficient.

The hidden-variable model discussed by Aaronson in
Ref. �20� is another practical illustration of our result.
Let �1� , . . . , �N� be a complete orthonormal basis of an
N-dimensional Hilbert space. In Ref. �20�, the quantum state
���	�1�1�+ ¯ +�N�N� is mapped to a probability distribu-
tion ��n�	�n whose domain is a space of N ontic states. The
unitary evolution is mapped to an N�N stochastic matrix,
which corresponds to the conditional probability P intro-
duced in Sec. II B. As previously proven by Hardy �10�, this
mapping of quantum states does not work, since the number
of ontic states has to be infinite. Furthermore, our theorem

says that we need at least 2N−2 continuous ontological vari-
ables. Aaronson makes up for such a lack of a suitable num-
ber of ontic states by assuming that the stochastic matrix has
to depend on the quantum state ��� �see p. 4 in Ref. �20��.
This corresponds to assuming that ��� is an ontological vari-
able, as in the Bohmian theory. These models are typical
examples of pilot-wave theories, and the dimension of their
ontic-state space is consistent with our constraint.

Every known classical formulation of quantum mechanics
satisfies our constraint on the dimension of the classical
space. In Sec. III and here, we have considered some ex-
amples; other examples are provided in Refs. �21–24�, where
an N-dimensional Hilbert space is reduced to a classical
phase space of 2N real variables. Our result is relevant also
for quantum Monte Carlo methods. By means of them, one
tries to map a quantum dynamics to a classical one with a
reduced phase-space dimension. We have proved that this
mapping is not possible, unless some condition on the prob-
ability distributions and the conditional probability distribu-
tions is discarded. Quantum Monte Carlo methods in a re-
duced sampling space are introduced, for example, in Ref.
�1�. In these methods, the kinematics and dynamics condi-
tions in Sec. II are fulfilled, but they do not provide positive
conditional probability distributions for measurements. As a
consequence, they are subject to the celebrated “sign prob-
lem” and have a computational complexity which grows ex-
ponentially with the evolution time and the number of par-
ticles. This complexity is not due to the dimension of the
sampling space, but to the necessity of an exponentially large
number of realizations in order to reduce the statistical er-
rors.

VI. CONCLUSIONS

The theorem proved clearly shows that, if quantum me-
chanics is formulated as a Markovian realistic theory, the
corresponding phase space grows exponentially with the
physical size of the system. This occurs for theories which
are able to describe every attainable unitary evolution. The
explosion of the variable number implies that an exact Monte
Carlo approach, which simulates quantum processes by
means of realistic Markovian chains, is in general subject to
an exponential growth of numerical resources and integration
time �25�.

In some practical cases, polynomial algorithms could be
feasible—for example, when the trajectory of the quantum
state is not dense in the Hilbert space or different states are
indistinguishable experimentally. This is the case, for ex-
ample, with dilute Bose-Einstein condensates in the mean-
field approximation. Decoherence could actually play an im-
portant role in the complexity reduction for concrete
systems. Roughly speaking, decoherence is due to our inabil-
ity to distinguish a pure quantum state from a mixture of
other quantum states �26�. When a system is composed of
many particles, such as a macroscopic gas, this inability is
not merely technical, but fundamental. Thus, a large set of
states could be described as statistical mixtures of a smaller
set of pure states, enabling one to simulate the dynamics by
means of a Markovian theory in a reduced phase space, as
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expected in the classical limit. However, it is generally sur-
mised that systems such as quantum computers require
nearly unitary evolution with negligible decoherence effects
in order to execute efficiently quantum algorithms �15� and
would not be suitably simulated by approximated stochastic
methods which replace pure state by mixtures. These conclu-
sions would support the conjecture that, in general, quantum
algorithms cannot be efficiently simulated by classical com-
puters in polynomial time �27�. Indeed, the actual speedup of
quantum computation requires further corroborations. For
example, nobody has proven that factoring does not have a
polynomial solution classically. Note that the subset of avail-
able quantum states can be parametrized with a number of
variables which grows with the number of quantum gates—
i.e., with the physical size. If this subset is dense in the
Hilbert space or its parametrization is computationally diffi-
cult, then our theorem supports the conjecture on the poly-
nomial noncomputability, but these conditions cannot be as-
sumed a priori. The subset parametrization is certainly
possible, for example, in particular classes of quantum com-
puters, as recently reported in Refs. �28,29�.

Finally, we conclude with a discussion on some possible
implications of our theorem for the future study of hidden-
variable theories. As said in the Introduction, the main
criticism against the known ontological models, such as
Bohmian mechanics, is indeed the exponential growth of the
ontic-space dimension with physical size. We have shown

rigorously that this feature is unavoidable in the framework
of causal Markovian theories. Thus our result seems to put
another nail in the hidden-variable coffin and to imply that
realistic interpretations do not provide a practical advantage
for the study of quantum systems. However, our intent is to
give a constructive result and to suggest a direction for in-
vestigations of ontological theories. In order to avoid the
exponential growth of the number of ontic variables, we
have one possibility: to discard some hypotheses of the theo-
rem. In our opinion, the Markovian property is the only one
that may be sacrificed. More drastically, we could discard the
causality hypothesis. It is interesting to observe that the Bell
theorem and the Lorentz invariance seem to suggest the same
conclusion. The Bell theorem establishes that an ontological
theory of quantum mechanics cannot be local, and relativity
implies that a nonlocal theory is also noncausal. We suspect
that realism in quantum mechanics with nonpathological
consequences for the ontic-space dimension could be pos-
sible with noncausal rules for evaluating correlations among
events.
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