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Polarized states and domain walls in spinor Bose-Einstein condensates
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We study spin-polarized states and their stability in the antiferromagnetic phase of spinor (F=1) quasi-one-
dimensional Bose-Einstein condensates. Using analytical approximations and numerical methods, we find
various types of polarized states, including patterns of the Thomas-Fermi type, structures featuring a pulse in
one component inducing a hole in the other components, states with holes in all three components, and domain
walls (DWs). The stability analysis based on the Bogoliubov—de Gennes equations reveals intervals of weak
oscillatory instability in families of these states, except for the DWs, which are always stable. The development
of the instabilities is examined by means of direct simulations.
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I. INTRODUCTION

The development of the far-off-resonant optical tech-
niques for trapping ultracold atomic gases has opened new
directions in the studies of Bose-Einstein condensates
(BECs). By means of these techniques, atoms can be con-
fined regardless of their hyperfine (spin) state, thus avoiding
freezing the atom’s spin degree of freedom and paving the
way for the study of the collective spin dynamics [1]. One of
the major achievements in this direction was the experimen-
tal creation of spinor BECs [2,3]. The spinor condensate
formed by atoms with spin F is described by a
(2F +1)-component macroscopic (mean-field) wave func-
tion, which gives rise to various phenomena that are not
present in single-component BECs, including formation of
spin domains [4], spin textures [5], and multicomponent
(vectorial) solitons of bright [6—8], dark [9], gap [10], and
bright-dark [11] types.

Generally, the dynamics of the spinor F=1 BEC is spin-
mixing [12]. However, there also exist spin-polarized states
of the system, which are stationary solutions of the corre-
sponding system of Gross-Pitaevskii (GP) equations [13,14].
The stability of such polarized states is different for the two
distinct types of the F=1 condensates, namely the ferromag-
netic (FM), such as in ¥'Rb, and polar [alias antiferromag-
netic (AFM)], such as 23Na, ones, where the spin-dependent
interactions are, respectively, attractive and repulsive. Ac-
cordingly, as demonstrated in Refs. [15] and [7], spin-
polarized states are modulationally stable (unstable) in the
AFM (FM) condensates.

In this work, we focus on AFM spinor condensates, and
study, in particular, spin-polarized states of the spinor BEC
of »Na atoms. Assuming that this spinor system is confined
in a strongly anisotropic trap, we first present the respective
system of three coupled quasi-one-dimensional (1D) GP
equations. Then, employing the so-called single-mode ap-
proximation, which expresses the profiles of all three com-
ponents of the spinor condensate in terms of a single spatial
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mode [12,15], we use analytical and numerical methods to
find the spin-polarized states of the system and study their
stability via the Bogoliubov—de Gennes (BdG) equations
(i.e., the linearization of the GP equations for small pertur-
bations; this approach does not take into regard incoherent
perturbations involving “vapor” fluctuations above the con-
densate, but the addition of the “vapor” perturbations does
not usually affect the stability of localized states in BECs
[16]). The simplest possible form of these states is based on
the Thomas-Fermi (TF) configurations (in each hyperfine
component). We also present other spin-polarized states, in-
cluding those in which one component is pulse-shaped, in-
ducing a hole in the other two components, and structures
with holes in all three components. Families of all these
states feature regions of weak oscillatory instabilities, with
values of the normalized instability growth rate <1073, De-
velopment of the oscillatory instabilities is examined by
means of direct simulations. It is found that the unstable
structures with a hole in one component get weakly de-
formed, while the unstable states with holes in all the three
components suffer stronger deformations. If three initially
spatially separated components, kept in different harmonic
traps, are placed in a single trap, spin domain-wall (DW)
patterns are formed. A family of the DW solutions exists and
is fully stable if, for a fixed value of the trap’s strength, the
chemical potential (or the number of atoms) exceeds a cer-
tain critical value.

The paper is organized as follows. Section II presents the
model. Section III deals with the TF states. In Secs. IV and V
we examine three-component structures with one and mul-
tiple holes, respectively (including their stability). Finally,
conclusions are presented in Sec. VL.

II. MODEL AND SETUP

In the framework of the mean-field approach, a spinor
BEC with F=1 is described by a vectorial order parameter,
W(r,)=[P_,(r,1),Vy(r,1),V,,(r,0)]", with the different
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fields corresponding to three values of the vertical compo-
nent of the spin, my=—1,0, +1. Assuming that this conden-
sate is loaded into a strongly anisotropic trap, with holding
frequencies w, < w,, we assume, as usual, that the wave
functions are separable, W .;=t. (x)¢ (y,z), where the
transverse components ¢, (y,z) represent the ground state of
the respective harmonic oscillator. Then, following the stan-
dard approach [17] of averaging the coupled 3D GP equa-
tions in the transverse plane (y,z), we arrive at the system of
coupled 1D equations for the longitudinal components of the
wave functions (see Refs. [6,7,9-11]):

ihdey = Hathey + 5P (g P + [0 = |91y
+ Py (1)

ihdho = Hatho + S (W[ + [ o + 28 iy
)

where the asterisk denotes complex conjugate and f]SiE
—(h%/ 2m)&§+%mw§x2+cf)m)nml is the spin-independent part
of the Hamiltonian, with ng=|4_;|>+||>+| . |* being the
total density (m is the atomic mass). The nonlinearity coef-
ficients have an effectively 1D form, namely cf)]D)
=cy/2ma’, and C<21D)=6'2/2’7T(12L, where a, =VA/mw, is the
transverse harmonic-oscillator length which determines the
size of the transverse ground state. The coupling constants ¢,
and ¢, account for, respectively, the mean-field spin-
independent and spin-dependent binary interactions between
identical spin-1 bosons,

{co.ca} = @ahi3m){(ay + ag).(a; — ag)}, (3)

where a; and a, are the s-wave scattering lengths in com-
bined symmetric collision channels corresponding to values
of the total spin f=0 and 2. The spinor condensate with c,
<0 and ¢,>0 is of the FM and AFM types, such as, respec-
tively, ¥’Rb and **Na [13,18].

Measuring time, length, and density in units of h/cng)no,
h/ \mcélD)no, and peak density n, we cast Egs. (1) and (2) in
the dimensionless form

10y = Hgthey + S| thr* + [ = |1 [P) ey + SUGHL
(4)
id,4 = Hgthy + 01| + || Do + 280, iy, (5)

where HSiE—%ﬁi+%sz2+nmt, the normalized trap’s
strength is

3 ®,
O Szl “

and the FM or AFM character of the spinor condensate cor-
responds, respectively, to 6<<0 and 6> 0, with

)

For spin-1 ®’Rb and *Na atoms, this parameter is &=
—4.66 X 1072 [19] and §=3.14 X 1072 [20], respectively.
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We note that the above mean-field description of the sys-
tem, based on the three coupled GP Egs. (4) and (5), is ac-
curate only for temperatures well below the critical transition
temperature 7. In such a case, the effects of quantum or
thermal fluctuations on the spinor BEC may be ignored.
However, it is possible to study the dynamics of spin-1 atoms
in finite temperatures adopting, e.g., a Hartree-Fock-Popov
type of approximation [21], or a BAG description of the ther-
mal cloud [22,23]. In the present case, however, such a de-
tailed study of the effect of the temperature is beyond our
present scope.

Spin-polarized states of the system, characterized by a
constant population of each spin component, can be con-
structed in the form of

lpj = \‘”nj(x) exp(lej_ l/.th), j= - 17 07 + 1’ (8)

where n; and 6, are densities and phases of the components
and u; are their chemical potentials. Substituting this in Egs.
(4) and (5), it is readily found that conditions for the exis-

tence of the spin-polarized states are
2po= pog + Myt

A05260—0+1—0_1=0 or . (9)

Below, we assume that the chemical potentials for all com-
ponents are equal: U= pu_;=po=M, .

To analyze the stability of a stationary spin-polarized
state, W (x)=[¢_,(x), %o(x), ., (x)]", we perform lineariza-
tion around the unperturbed state, assuming a perturbed so-
lution,

.0 = {(x) + (e ™ + v (x)er The ™, (10)

where u; and v; represent infinitesimal perturbations with
eigenvalues N=N\,+i\;. Then, the solution of the ensuing
BdG equations for A and associated eigenfunctions u; v}k
provides complete information about the stability of the un-
derlying stationary state, W . Whenever it is unstable, we
will also examine its evolution through direct simulations of
the GP Eqgs. (4) and (5), using a finite-difference scheme in
space and the fourth-order Runge-Kutta integrator in time.
Typically, in the simulations the unstable state is initially
perturbed by a uniformly distributed random perturbation of
relative amplitude 5 X 1074,

At this point, and in this dimensionless 1D setting under
consideration, it is also useful to introduce the distributions
of the local spin average defined as (see, e.g., Refs. [24] and
[8] for the 1D case)

£ubes0) = V2 Rel (i, + 47 ) ey, (11)
£060) = = N2 I (g — ) Ve (12)
fz(X;t):(|l//+l|2_|l/f—1|2)/ntol’ (13)

with the total normalized mean-field spin given by f(x;r)
=y ff+ f3+ f?. For the spin-polarized states that we will
present below, the y component of the mean-field spin will

always be fy:O; additionally, in most cases (apart from one
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pertaining to a certain domain-wall type—see Sec. V) the z
component will also be f,=0. Thus, in most cases, the total
mean-field spin will be f=|f,|.

Finally, to estimate relevant physical parameters, we as-
sume a spinor condensate of 2’Na atoms with 1D peak den-
sity no=10% m~!, confined in the harmonic trap with trans-
verse and longitudinal frequencies w, =27 X230 Hz and
w,=217X 13 Hz. In this case, the normalized trap strength is
0 =0.1 (this value is kept fixed throughout this work), while
the number of atoms, N, depends on chemical potential w
and the particular form of spin-polarized states. Typically, we
take w in interval 1= u =35, which corresponds to values of
N in the range of 3.5X 10°=N=3.5X10* atoms. For in-
stance, at u=2 the number of atoms is N~ 10%; in this case,
the normalized time and space units correspond, respectively,
to 1.2 ms and 1.83 wm.

II1I. THOMAS-FERMI SPIN-POLARIZED STATES

The simplest spin-polarized states can be found in the
framework of the single-mode approximation [12, /lé]._ln an-
ticipation of the fact that the three components n;(x) may
be close to eigenmodes of a single effective potential, in-
duced by a combination of the trap and nonlinearity, we in-
troduce the ansatz n;(x)=g;n(x). Here, the coefficients g, are
the populations of each spin component in the steady state,
subject to the normalization condition g_;+¢y+¢,;=1. Then,
Egs. (4) and (5) lead to the following system:

[£+ 5(1 + \/?(sqo— 2Vq_]q+1)>n} V=0, (14)
+]

[L+8(1 - go+2s\g_1g,)nNn =0, (15)

where I:E—,u—%&i+%()2x2+n and s=+1 for AA=0 or Ad
=1, respectively. In fact, Egs. (14) and (15) are two equa-
tions for a single function, and it can be readily checked that

they are tantamount to a single equation, viz.
1 [P [
—/.L—E(?i-i—iﬂx +pn|\n=0, (16)

if the following relations are imposed upon populations ¢
and ¢, , and the constant p in Eq. (16) is defined as follows:

p=1+96, qy=2Vq_1q,, forA6=0, (17)
p=1, q,=q, forAf=m. (18)

In uniform space (2=0), Eq. (16) possesses a solution
with constant density, n=pu/p. As shown in Refs. [7,11,15],
such constant solutions to Egs. (4) and (5) are modulation-
ally stable only in the AFM phase, with 6>0. Below, we
will only consider the case of the AFM condensate (which, in
particular, applies to the *Na condensate, with §=3.14
X 1072). In the presence of a sufficiently weak trap, Eq. (16)
can be solved approximately by means of the TF approxima-
tion [25]. In this way, neglecting the kinetic-energy term
(~@\n) in Eq. (16), we find density profiles of the three spin
components:
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FIG. 1. (Color online) Top panels: Examples of two stable spin-
polarized states for A#=0 (left panel) and A #=r (right panel), both
obtained for 2=0.1 and u=2. Wave functions . are identical and
are depicted by the solid line, while the wave function i is de-
picted by the dashed line. In the left panel, g_;=¢,;=0.5 and ¢,
=1, while in the right panel ¢_;=¢,;=0.25 and ¢(=0.5. Bottom
panel: The spatial distribution of the total mean-field spin f; note
that in this case f,=f,=0 and f,==f for AG=0 or , respectively.

{1
nj=g‘<u——92x2), (19)
p 2

in the spatial region 0%x?< u, and n;=0 elsewhere. Obvi-
ously, all three components of the TF solution have the same
spatial width (the TF radius), Rrp=v2u/ .

In numerical simulations, we used a fixed-point algorithm
(the Newton-Raphson method) to find exact spin-polarized
solutions to Egs. (4) and (5), with profiles close to those
produced by the TF approximation of Eq. (19). In particular,
we used, as an initial guess, three identical profiles of the
form

¥x) = Vn(x) exp(i6)), (20)

with n(x)= ,u,—%szz and A6=0 or 7. Then, keeping the
trap’s strength, ), fixed, we varied the chemical potential u,
and the numerical solution converged to stable spin-
polarized states, which were indeed close to the approximate
one given by Eq. (19). Two typical examples are shown in
the top panels of Fig. 1 for both cases, A§=0 (left panel) and
A= (right panel), with u=2. The numerically determined
states are very close to their TF-predicted counterparts, with
q-1=9+1=0.5 and ¢y=1 (A6=0, top left panel) and ¢_,
=¢,1=0.25 and ¢¢=0.5 (A6=, top right panel). The distri-
butions of the spin components are time-independent with
fy=£.=0, and f,==f for A@=0 or , respectively. The total
mean-field spin f is shown in the bottom panel of Fig. 1.

The stability of the TF states was examined too (by means
of both the linear-stability analysis and direct simulations). It
has been concluded that these states are always stable.
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FIG. 2. (Color online) Spin-polarized state with a hole in the .,
components, and a pulselike shape of the ¢ field, for 1=0.1 and
A6=0. The top left and right panels show unstable and stable states,
with u=2 and u=3, respectively; solid and dashed lines depict
components ,; and ¢,. The two panels in the second row display
spectral planes (\,,\;) of the (in)stability eigenvalues for the same
states. Note that the instability (of the state pertaining to u=2) is of
the oscillatory type, being accounted for by a quartet of eigenvalues
with nonzero real parts. The solid and dashed lines in the third-row
panel show the normalized number of atoms (norm), N, in compo-
nents ., and ¢, respectively, as a function of chemical potential
. The bottom panel shows the maximal growth rate, max(\,), as a
function of u, which reveals the instability window for 1.81=pu
=2.15, with a maximum instability growth rate (N,.)p=1.3
X 1073 at w=~2. The latter value corresponds to the unstable state
shown in the top left panel.

IV. SPIN-POLARIZED STATES WITH HOLES

Apart from the smooth spin-polarized states of the TF
type, there exist other ones, which feature holes in some of
the components, or in all of them. An example of such states
is shown in Fig. 2. As seen in the two top panels of this
figure, the i, component is concentrated in the form of a
pulse located at the trap’s center, while the #,; components
feature a large hole at the same spot. This shape is explained
by the fact that the interaction between components is repul-
sive, hence a peak (hole) in i (¢.,) induces a hole (peak) in
.y (). The norm N of each component is shown, as a
function of chemical potential w, in the third-row panel of
Fig. 2, and typical sets of the linear-stability eigenvalues for
these states are displayed, for two different values of u, in
the second-row panels. The state with u=3 (top right) is
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FIG. 3. (Color online) Top panels: Contour density plots display
the evolution of the weakly unstable solution shown in Fig. 2 (the
left and right panels represent, respectively, ¥, = ¢._; and i, com-
ponents). Because of the extremely small growth rate of the insta-
bility, it manifests itself only at #>4000. Middle panels: The re-
spective wave-function profiles at r=0 (solid lines) and =10 000
(dashed lines); as above, the left and right panels show, respectively,
wave functions ., and ¢,. Bottom panel: Snapshots of the distri-
bution of the total mean-field spin f=f, at r=0 (solid line) and ¢
=10 000 (dashed line).

stable, as all the eigenvalues are imaginary, while the one
with =2 (top left panel) is unstable. Further analysis dem-
onstrates that all such unstable states are destabilized by a
Hamiltonian Hopf bifurcation, which gives rise to a quartet
of eigenvalues with nonzero real parts. The instability inter-
val is 1.81=u=2.15, with the largest instability growth
rate, max(\,) =~ 1.3 X 107, found at u=~2 (see bottom panel
of Fig. 2).

A similar state with the field profiles in ¢,; and ¥, ex-
changed, i.e., the ¢, component featuring the hole, and i,
ones concentrated in narrow pulses, were also found. More-
over, such states were found too with either ¢ or ¢, having
the opposite sign (i.e., for A@=1r). The results are not shown
here, as the stability properties of these states are qualita-
tively the same as in the above case.

The evolution of unstable states is exemplified in Fig. 3,
which displays results of direct simulations of Egs. (4) and
(5) for the unstable state with Af=0 and w=2, that was
presented in Fig. 2 (top left panel). In the top panels of Fig.
3, contour plots of densities of the components of the solu-
tion are displayed as a function of time (the densities of the
., and ¢_; components are identical). It is clearly observed
that the predicted oscillatory instability sets in at a very large
time (#=4000, which corresponds to r=~5 s in physical
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FIG. 4. (Color online) Same as Fig. 2 but for a state with one
hole in each of the .; components and two holes in the ¢, com-
ponent. In this case, the instability is driven by two quartets in the
eigenvalue spectrum of small perturbations, which lead to instabil-
ity in the interval 2.58 = u=3.22. The maximum instability growth
rate is max(\,) =~ 1.8 X 1073 at u~2.9. The unstable state shown in
the top right panel corresponds to u=3.

units); this is a consequence of the extremely small growth
rate of the instability. Eventually, the system settles down to
a steady state, which is qualitatively similar to the initial one.
In particular, as seen in the top panels of Fig. 3, after 7
=~ 8000 the pulse in the ¢, component broadens and its am-
plitude accordingly decreases, while the hole in the ,; com-
ponents becomes shallower. This is clearly shown in the
middle panels of Fig. 3, where snapshots of the spatial dis-
tributions of the wave functions at =0 (solid lines) and ¢
=10 000 (dashed lines) are shown. Respective snapshots of
the mean-field spin are also displayed in the bottom panel of
Fig. 3; it is seen that the manifestation of the oscillatory
instability does not affect f significantly. Note that here, as in
the previous case with the TF polarized states, f,=f,=0 and
I=fe

Apart from the states considered above, it is also possible
to find spin-polarized ones which feature, e.g., one hole in
each of the ¢, ; components, and two holes in ¢,. Examples
of such a state are shown in the top panels of Fig. 4 (the left
one, for w=2, is stable, while the right one, for w=3, is
unstable). As seen in this figure, one may consider compo-
nents _; and ¢, as built of two overlapping pulses, which
induce two holes in the ¢, component due to the repulsive
intercomponent interactions. Results of the stability analysis
for these states are shown in Fig. 4. In this case, two quartets
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FIG. 5. (Color online) Same as Fig. 3, for the unstable state
shown in the top right panel of Fig. 4 (it pertains to w=3). The
instability manifests itself at large times (z>3500) and results in
strong oscillatory deformation of the spinor condensate; this is
clearly observed in the contour plots of the densities (top panels),
the snapshots of the wave function profiles (middle panels), and the
snapshots of the mean-field spin distribution (bottom panel).

of eigenvalues with nonzero real parts are found in the spec-
tral plane (see the right panel in the second row of Fig. 4).
These lead to instability in the interval 2.58 = u=3.22 (see

40

FIG. 6. (Color online) Initialization of the system when three
spatially separated traps, V_;, V, (shown by dashed parabolas), and
V.1 (the solid parabola), with equal strengths (=0.1) and centers
placed at x=-10, 0, and +10, hold the TF states of the ¢_;, ¢4, and
.1 components, respectively. Then, two traps (V_; and V), cen-
tered at x=—10 and x=0, are turned off, and a stationary solution,
supported solely by the trap (V) centered at x=10, is looked for
by means of the fixed-point algorithm, using the configuration with
the three mutually shifted components as an input.
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the bottom panel in Fig. 4). The respective largest instability
growth rate is (N,) e =1.8X 1073 for =209, ie., of the
same order of magnitude as in the previous case. The devel-
opment of the instability was studied, as above, in direct
simulations, starting with initial conditions in the form of a
perturbed solution pertaining to w=3. The result is shown in
Fig. 5, in terms of the evolution of identical densities of the
., components and the density of . Again, the instability
manifests itself at large times (#>3500, which corresponds
to t>4.2 s in physical units), but in this case the final result
is a strong oscillatory deformation of the three components
(after 1=~5500), contrary to the establishment of the new
stationary pulse-hole state observed in Fig. 3. This deforma-
tion is clearly seen by the snapshots of the spatial distribu-
tions of the wave functions (middle panels of Fig. 5) and the
mean-field spin (bottom panel of Fig. 5), at r=0 (solid lines)
and =10 000 (dashed lines). Notice that the resulting states
are asymmetric with respect to x — —x transformations, indi-
cating the possibility of asymmetric states in the system such
as domain walls (see also below).
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Similar states with one hole in ¢, and two holes in each of
the ¢,; components, as well as their counterparts corre-
sponding to Af@=ar, have also been found. They are not
shown here; as in the previous case, the (in)stability of these
additional states is similar to that reported in Fig. 4.

V. DOMAIN WALLS

In the above sections, we reported the spin-polarized
states in which all three spin components were spatially
overlapping, since they were confined by the same potential
trap. However, it is also possible to use three different traps,
each confining a different component, to initially separate
them, and then allow the system to evolve in the presence of
only one of these traps (i.e., turning off the other two). In this
section, we present spin-polarized states, including domain-
wall (DW) structures, obtained in this way.

First, we describe the initialization of the system. We as-
sume that the three TF-shaped components are initially

2

0.5

0

-30-15 0
(d) X

15 30

-30-15 0
(e) X

15 30

FIG. 7. (Color online) Top left panel: Wave functions of the components (¢, and ., are identical) in a stationary state found from the
initial configuration prepared as shown in Fig. 6. The resulting spin-polarized state has the form of a domain-wall structure between the ¢,
and ¢, components. The parameters are (1=0.1 and w=2. The top right panel shows the wave functions of the domain-wall state found at
p=1.43. Middle panel: The norm of each component in the domain-wall structure vs the chemical potential (the dependences for A#=0 and
o are identical). Bottom panels: The spatial distribution of the total mean-field spin (solid lines). For u=2 (bottom left) f=f,, while for
pn=1.43 (bottom right) f= \b‘i+ ff ~f,; in the latter case, the f, and f, components are depicted by dashed and dashed-dotted lines,

respectively.
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FIG. 8. (Color online) Evolution of the domain-wall structure
shown in the top left panel of Fig. 7, to which a random perturba-
tion was added. Shown in the left and right panels are spatiotem-
poral contour plots of the densities in components ,; (identical to
each other) and , respectively.

loaded into three different traps, Vj(x), of the same strength,
), centered at different positions:

1
vj(x)=592(x—ij)2, j=-1,0, +1. (21)

We choose Ax=Q"! (i.e., Ax=10 for Q=0.1), which induces
the initially separated TF configurations; see Fig. 6.

After preparing this state, we turn off the traps V_;(x) and
Vo(x), keeping only the rightmost one, V,(x), which now
acts on all three components. The so defined initial configu-
ration is fed, as an input, into the fixed-point algorithm, to
find a spin-polarized state generated by it. Other possibilities,
such as turning off potentials V,; and keeping V,,, arranging
the three components in a different way, etc., eventually lead
to retrieving the spin-polarized states presented in the previ-
ous sections, while the approach outlined above [keeping
V,1(x) and switching V_;(x) and Vy(x) off] generates new
DW patterns, which are displayed in Fig. 7, and could not be
obtained otherwise (in fact, the asymmetry of the procedure
is instrumental in generating the new states).

The most interesting spin-polarized DW states found fol-
lowing this procedure correspond to values of the chemical
potential w=1.43 (or norm N=5400), for (1=0.1; for
smaller u, we typically found structures of the TF type. Two
examples, one for u=2, and another exactly corresponding
to u=1.43, are shown in Fig. 7.

In the former case (u=2), the ¢, component (which has
the larger norm) is centered to the right of the midpoint of
the remaining trap (x,,=10), while the identical #,, compo-
nents are pushed to the left, due to the repulsion from iy,
with a DW created between ., and t. Note that the total
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mean-field spin is f=f, and has a pulselike distribution
shown in the bottom left panel of Fig. 7.

In the state found at the above-mentioned special value,
m=1.43, which is shown in the top right panel of Fig. 7, the
shape of the ¢, component is similar to that displayed in the
left top panel for w=2, while the ., components are not
identical, in contrast to the previous example. In the present
case, the ¢y and ¢.; components overlap over a wider spatial
region, and _; changes its sign at x= 13, featuring a struc-
ture resembling the waveform of a dark soliton embedded in
a bright one [26]. Notice that in this case f, takes a small
nonzero value and, thus, it has a small contribution to the
total mean-field spin; however, in fact, as seen in the bottom-
rlgh panel of Fig. 7, the latter can be approximated as f
=\fi+fi=f

The stability of the DW states was also investigated in the
framework of the BdG equations. It was concluded that there
are no unstable eigenvalues, i.e., with a nonzero real part, in
interval 1.43 = u =5, or, equivalently, 5400 =N =35 000 for
0=0.1 (not shown here in detail). Thus the DWs are stable
in this region. Verification of the stability, performed by di-
rect simulations of Egs. (4) and (5), is illustrated in Figs. 8
and 9, for u=2 and u=1.43, respectively. It is obvious that
these states indeed remain stable at very large times exceed-
ing =10 000 (i.e., 12 s in physical units).

VI. CONCLUSIONS

In this work, we have studied spin-polarized states in an-
tiferromagnetic spinor (F=1) Bose-Einstein condensates. In
particular, our analysis applies to a quasi-1D spinor conden-
sate of sodium atoms. The considerations were based on ana-
Iytical calculations and numerical computations of the
coupled Gross-Pitaevskii equations for this setting.

Assuming that all three hyperfine (spin) components are
confined in the same harmonic trap, we have found various
types of spin-polarized states and examined their stability.
The first family consists of Thomas-Fermi configurations,
considered analytically in the framework of the single-mode
approximation (which assumes the similarity of the spatial
profiles of all the components). Within their existence region,
these states were found to be stable. Also identified were
more complex patterns, which include states composed of
one or more pulselike structures in one component, that in-
duce holes in the other components, and states with holes in
all three components. These states feature windows of weak
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=30
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FIG. 9. (Color online) Same as Fig. 8 but for the state shown in the top right panel of Fig. 7. The left, middle, and right panels show,
respectively, the densities in the ¢_;, ¥, and ¢, components. Noteworthy is a stationary dark-soliton-like structure, located at x= 13 in the

_; component.
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instability. The development of the instability was investi-
gated by means of direct numerical simulations, which dem-
onstrate that it manifests itself at very long times, and results
in a deformation of the states with a single hole in some of
the components, which does not qualitatively change their
form, and a stronger (oscillatory) perturbation and a potential
eventual asymmetry of the states with multiple hoels.

Fully stable families of spin-polarized states develop from
configurations consisting of initially separated components
(that are held in three mutually shifted traps). These states
form domain-wall structures between the components, at val-
ues of the chemical potential above a certain threshold. Just
at the threshold we have found another spin-polarized state
in which all the components partly overlap.

It would definitely be interesting to investigate the exis-
tence and stability of higher-dimensional counterparts of the
1D spin-polarized states found in this work. In this connec-
tion, a relevant question for further analysis is whether
spinor condensates support stable topological objects, such

PHYSICAL REVIEW A 76, 063603 (2007)

as dark solitons or vortices. Moreover, the effect of tempera-
ture on the statics and dynamics of the spin-polarized states
presented in this work is certainly another challenging issue
deserving further investigation. Work in these directions is in
progress.
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