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A perturbative series is derived for the systematic construction of a dynamical invariant (Lewis invariant) for
a time-dependent Hamiltonian which is characterized by a time-scale parameter 7, as appears in the usual
formulation of the adiabatic theorem. The derivations make efficient use of the quantum averaging method, and
the perturbative series obtained permits the construction of the invariant in successive orders in e~1/7,
corresponding to high-order adiabatic approximations. The series can be considered and resummed analytically
to all orders, yielding an exact invariant for an harmonic oscillator linearly driven by an external field. For a
nondegenerate two-level system, approximate invariants have been obtained up to the fifth order and illustrate
how the adiabatic approximations of increasing orders successively approach the exact dynamics. The con-
struct is applicable also to Floquet Hamiltonians and, in this context, it furnishes high-order adiabatic repre-
sentations for the time evolution of Floquet states associated with a material system in an aperiodic laser pulse.
We illustrate in particular how an exact Floquet dynamical invariant, defining exact adiabatic transports of

Floquet states, is obtained for a laser-driven harmonic vibrational mode.
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I. INTRODUCTION

Adiabaticity in quantum mechanics has always been asso-
ciated with a slow variation of the Hamiltonian with respect
to the time variable as expressed by the celebrated adiabatic
theorem [1,2]. An adiabatic evolution is one in which the
time-dependent state vector, in principle a solution of the
time-dependent Schrodinger equation, is approximated by an
eigenvector of the instantaneous Hamiltonian. The adiabatic
theorem establishes how this adiabatic representation of the
time evolution converges towards the exact one as the time
scale 7 over which the Hamiltonian varies tends to infinity.
Thus, the concept of adiabaticity has mostly been evoked to
define an approximation to the exact time evolution of the
time-dependent quantum system. On the other hand, the ad-
vents of ultrashort, intense laser pulses [3,4] allow the inves-
tigations of the dynamics of laser-driven atomic and molecu-
lar systems occurring in conditions that hardly justify the use
of the adiabatic approximation. Yet, one would like to be
able to approach these dynamical problems by some sort of
generalization of the adiabaticity concept. This is desired
first for interpretative purposes; for example, to view the fast
time evolution of the laser-driven system as the adiabatic
transport of some state amounts to interpret the dynamics in
terms of laser-induced structure changes [5]. Such a gener-
alization would also be desirable for computational tasks: for
example, one can make use of the generalized concept to
define an adaptive basis set for an expansion of the time-
dependent wave function that remains minimal at all times,
an objective long sought for in quantum molecular dynamics
[6-9].
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To define such a generalization, we will first consider an
exact adiabatic separation between the time and the spatial
variables to be achieved whenever a time-dependent, Hermit-
ian operator Z(r) could be constructed such that the exact
time-evolution operator is diagonal or, more generally, block
diagonal in the eigenbasis of Z(r). This operator can be
viewed as an effective Hamiltonian, as done in Refs. [10,11].
Although its eigenvalues may vary in time, here we will refer
to this operator rather as a dynamical invariant of the system,
for its definition reminds one of what is known as a Lewis
invariant [12-14]. In more recent literature, dynamical in-
variants, in fact Lewis invariants, have been evoked mostly
in relation with the concept of geometric phases and its gen-
eralizations [15-17]. A comprehensive account of the spec-
tral properties of these invariants can be found in Ref. [16]
which uses the concept of dynamical invariant to define geo-
metrically equivalent quantum systems.

It is to be expected that finding a dynamical invariant for
a given time-dependent problem is as difficult as solving
(analytically) the time-dependent Schrodinger equation it-
self. Indeed, exact, closed-form analytical expressions for the
invariant had been found only for certain particular classes of
systems [10-14]. In spite of this, little work has been de-
voted to the construction of the invariant by a perturbative
method. We derive here a perturbation series to construct
such an invariant systematically for a time-dependent Hamil-
tonian with a discrete spectrum. The series permits the gen-
eration of the invariant in successive orders in an adiabatic
parameter =1,/ 7, where 7is a time-scale parameter charac-
terizing the time variation of H(#), 7, an intrinsic time scale
of the system, i.e., p=27/w,, w, being a frequency which
characterizes a typical separation within the energy spectrum
of the system. In zeroth order, the invariant is defined by the
time-dependent Hamiltonian, i.e., the transports of its eigen-
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states correspond to the usual adiabatic approximation de-
scribed above. In any other orders, the construction defines
the sought-for generalization of the adiabaticity concept. A
similar series, using the same adiabatic parameter, has previ-
ously been evoked to establish the connection between the
so-called Lewis phases, associated with the exact adiabatic
transport of the invariant’s eigenstates, and Berry phases, as-
sociated with the approximate transports of the Hamilto-
nian’s eigenstates [17]. By identifying the adiabatic param-
eter € defined above as the small parameter of the theory, the
present perturbation series distinguishes itself from a pertur-
bation treatment where the small parameter is generically
attached rather to a perturbation potential (denoting an added
interaction, neglected at zeroth order) [18].

The development of the perturbative series is given in
Sec. III. It makes extensive use of the so-called quantum
averaging technique, introduced by Scherer [19,20]. This
technique, reviewed in Appendix A, has recently been used
in a study of resonant and nonresonant interactions in field-
driven systems described in the Floquet representation
[21,22]. How the developed perturbative series actually
works is illustrated in detail in Sec. III, where we show that,
when resummed to all orders, the series yields the exact dy-
namical invariant for a linearly driven harmonic oscillator
modeling a vibrational mode interacting with a strong laser
field. In contrast, for a laser-driven nondegenerate two-level
system, the perturbative series cannot be resummed analyti-
cally to all orders. However, with the help of a symbolic
programming language, the series can be considered up to a
high order, yielding an approximate invariant denoting a
high-order adiabatic representation of the dynamics of this
system. We examine, for a number of laser frequency condi-
tions, how this representation approaches the exact dynamics
(calculated numerically), as the order of the perturbative se-
ries is increased.

The construct is applicable also to Floquet Hamiltonians,
describing a material system in an aperiodic pulse, and, in
this context, it furnishes high-order adiabatic representations
for the time evolution of Floquet states. Section IV starts
with a review of a recent reformulation of Floquet theory
that is particularly well suited for the present purposes
[23,24]. We then illustrate how an exact Floquet dynamical
invariant, defining exact adiabatic transports of Floquet
states, can be obtained for the particular case of a laser-
driven harmonic vibrational mode and discuss elements of
restructuring that are expected to arise generically as one
goes from the zeroth-order adiabatic approximation to the
high-order adiabatic Floquet representations.

Section V concludes the paper with perspectives of appli-
cations of the formal constructs of the preceding sections.
These range from its use in the development of new numeri-
cal tools, in particular for the description of time-resolved
orbital dynamics of laser-driven multielectron systems, to its
application in quantum control problems involving systems
modeled by finite level schemes and/or coupled harmonic
oscillators.
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II. PERTURBATION SERIES FOR A DYNAMICAL
INVARIANT

A. Dynamical invariants

Consider a system described by a time-dependent Hamil-
tonian H(z). A Lewis invariant of this system is defined
[12-14] to be a time-dependent observable Z(¢) which is re-
lated to the Hamiltonian by (atomic units will be used
throughout the paper)

[(H.Z]-i9Z=0, (1)

Let |¢,,;1), v=1,2,...,g, be the (orthonormalized) eigen-
vectors of Z associated with the eigenvalue () of degen-
eracy gy, i.e.,

I|¢l,v;t> = el(t)|¢l,v;t>’ V= 1’29 cees 8 (2)

By differentiating both sides of Eq. (2), projecting the result-
ing equation on another eigenstate |¢ ,s;7), then adding to
the result the identity

[H91]|(Pl,v’ ’t> = i[f[(t) - ek(t)]<(Pk,V;t

one readily obtains

i<(Pk,V;t H|(pl,v’;t>’

[El(t) - ek(t):K(Pk,V;t H- iat|(pl,v’ ’t> = <()Dk,V;t [H7I]
— 0| @y, 31) + 646, 0,€(1). (3)
From this, we can make two statements. First, with k= in
Eq. (3), the definition of the Lewis invariant, Eq. (1), implies
that its eigenvalues €, are constant in times, i.e., the observ-

able is invariant during the time evolution of the system.
Second, setting k# [ in Eq. (3), we obtain

[H.1-i0Z)@; 1)

€ — €

<(Pk,V;t

<§Dk,v;tH_i(9t|(Pl,V’;t>= B (4)

so that, with Eq. (1), the matrix element of [H—id,] between
an arbitrary pair of eigenvectors, @ ,:1),|¢@; ;1) (With ei-
genvalues €, # €, of respective degeneracy g, g;), of Z will
vanish exactly. This is what makes the introduction of Z so
interesting, as its eigenvectors are transported diagonally, or,
in the presence of degeneracy, block diagonally, during the
time-evolution of the system. To see this, consider the expan-
sion of an arbitrary time-dependent state |W()) in this basis

81
(1)) = 2 X e, (Der30). (5)
[ v=1

Substituting this into the time-dependent Schrodinger equa-
tion,

i0|W(1)) = H|W (1)), (6)

then projecting onto a basis vector |(pk’,,;t>, we readily obtain
8k
. 3
i0c,(1) = 2 (1), (7)
V=1

where
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H(t) - ieat|(Pk,V;t>’ (8)

i.e., the time evolutions of the coefficients ¢; ,(¢) are decou-
pled with respect to the first index k (which distinguishes
different eigenvalues of Z). Only states belonging to degen-
erate eigenvalues are coupled to each other through the ma-
trix . In the particular case the system is prepared initially
in an eigenstate associated with a nondegenerate eigenvalue,
it will remain in this state at all times, i.e., this time evolution
can be described as an exact adiabatic transport of this eigen-
state. More formally, the time-evolution operator of the sys-
tem is exactly given by the block-diagonal form [16]

k
Ult,tg) = 2 2 u®, (1,100 @i it

k oy

k
o ()= (@it

(9a)

where, for a given k, the g, X g, unitary matrix u® (of ele-
ments u(vkzj,) is the solution of the matrix equation

du®(1,1))
|/ =

K ( £),,(0)
a(Hu(ty,ty),
m (Du® (2o, 1)

u®(t,1)=1.  (9b)
It is this diagonal (or block-diagonal) character of the time
evolution, when expressed in the eigenbasis of Z(¢), which is
of interest here. In this respect, we note that only the decou-
pling condition of Eq. (4) is to be satisfied, and we may
introduce a more general definition of Z(z) by [10,11]

[[H.Z]-i9,Z,27]=0, (10)

as this is sufficient to ensure that the off-diagonal matrix
elements defined by (4) vanish identically. This definition no
longer implies that the eigenvalues of Z(f) are constant in
time. In Refs. [10,11], it is considered an effective Hamil-
tonian; In the present paper, keeping in mind its connection
with the Lewis invariant, we will still be referring to this
operator as a dynamical invariant.

Now, Eq. (10) says that [H,Z]-idZ is diagonal in the
eigenbasis of 1. Thus, defining I1,;V to be the diagonal part of
V in this eigenbasis [see Appendix A, Egs. (A3) and (A4);
the notations used here are borrowed from Ref. [21]], the
definition of the dynamical invariant may be rewritten in the
more convenient, compact form

(1 -N{H,Z]- i3I} =0. (11)

Let 7be a time-scale parameter characterizing the time varia-
tion of H(z). Also, under the assumption that H(7) admits a
discrete spectrum at all times rE[0, 7], we define wy to be a
frequency which characterizes the typical energy separation
between the eigenvalues of H(r). We introduce an adiabatic
parameter € by

To= " . (12)

id,= iwyed,, (13)

and defining H(s) and I(s) through
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1
H(s)=—H(7s), (14)
o

1(s) =Z(7s), (15)
we may rewrite the condition (10) in the form
(1 =TL){[H(s),1] - ied I} = 0, (16)

which will constitute the starting point of the perturbation
theory we now develop for the dynamical invariant /, with
the adiabatic parameter € playing the role of the small pa-
rameter of the associated perturbative series.

B. Perturbation series for the dynamical invariant

We write this series in the form

=19+ &80 =2, &a1, (17)
k=1 k=0

where 8I®, k+# 0, denotes the kth-order correction to I and
10 =510 = H When restricted to a finite order k=N, the sum
on the right-hand side of (17) defines the Nth-order approxi-
mation to the invariant, which will be designated I™_ The
exact invariant / is the limit of this at N—oo, [ =),

Now, let X, be a particular solution to the equation

(1-TI)Xx=0. (18)

Then, clearly, X=X,+1I1,0, with O an arbitrary operator, also
satisfies this equation [since I1, is a projector, (I1,)?0=I1,0].
Thus, the condition defining a dynamical invariant reformu-
lated in (16) can be satisfied by the general form

[H,1]-ied]=—iell[d]+R], (19)

where the arbitrary operator R is of order €’. Since this op-
erator can be chosen at will, we will require it to ensure that
Eq. (19) be equivalent to

[H,I]-ie(1 - ,){d]+R}=0, (20)

We require this because handling equations involving the
superoperator I1, associated with H is easier than equations
containing II; associated with the yet unknown I, such as
Egs. (16) and (19). Comparing Egs. (20) and (19), we find
then that R must satisfy

(I, -y (I +R) =—R. (21)

We now write R in power series in ¢,
R(s)= 2, €GW(s), (22)
k=0

and, estimating that I1,—1I1 (acting on a given operator) is of
order € while I1,u—IT,&-1) would be of order €, we write

I, -, =2 &V, (23)
k=1
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€YV =Tw - M. (24)

With the expansions of Egs. (23), (22), and (17), we obtain,
on the one hand,

[H,8IP]—i(1 = TI)(a,61* D+ G*Vy=0,  (25)

from the condition that the coefficient of the € term (at a
given order k) in Eq. (20) vanishes exactly, for all €. On the
other hand, Eq. (21) gives

k
GW == 3 V(9,61 + G,
k'=1

G9=0 (26)

This recurrence relation allows us to construct the various
terms of R up to order k from the knowledge of the G*"

terms and of the correction terms 6I*") of lower order. Once
81D and G*-1 are known, I is obtained by solving Eq.
(25), which is of the form

[Ko.X]+ (V=11 V) =0, (27)
with
Ko=H, V=-i(d,6I*"+G*D),

As recalled in Appendix A, and shown in Ref. [21], the gen-
eral solutions of an operator equation of the general form of
Eq. (27) [this is exactly Eq. (A11) of Appendix A with V'
=(V-11 KOV)], is formally known and are given by

X =wKo[(1 - Ix )V]+C, (28a)

where

T—o

. T 0”
WEo[(1 - HKO)V] = lim (_—l>f do"J dO’Z/[KO(O')(l
T 0 0

— g ) Vi (o), (28b)

as defined in Eq. (A5), [UK0(0)=exp(—iK00')], and C is an
arbitrary operator that commutes with K.

Applying these general relations to the specific case
where K,=H, V=—i(8551(k‘1)+G(k‘1)) and C=0, we can fi-
nally define the kth-order correction 81 recursively through

81 = — iWH[(1 - T ,) (9,61 + G*=1)]

— 1 T o' .
= lim<—> f do’ f doeM97(1 —T1,)(9,81%V
T 0 0

T—
+ G(k—l))e+iH(s)(T (29)

starting with 8I¥'=1"(s)=H(s). By construction, all these
correction terms are nondiagonal in the eigenbasis of H(s),
according to Eq. (A8),

0,81 = 0. (30)

III. EXAMPLES: SIMPLE MODEL SYSTEMS
A. Field-driven harmonic oscillator

Consider first a laser-driven harmonic oscillator, de-
scribed by the time-dependent Hamiltonian
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Py, =
H(r) = E + quz + fo cos(w;t)p, (31a)

or, in terms of dimensionless operators sz(l)/ 2q, Pzwa”zp,

and s=1/7=(w/2m)t,

H(s) = %(P2 + 0% +fo cosQm)P,  fo= "o,
(31b)

H(s) = Hy+ fy cos(2ms)P, (31c)

where H,=(1/2)(P>*+Q?) is the unperturbed (field-free)
Hamiltonian, wy is the oscillator natural frequency and wy,
that of the laser field. In this case, 7=27/w; and 2me
= (UL/ .

For this system, a quick inspection of the results of the
lowest order calculations, together with the structure of the
recurrence relations of Egs. (29) and (26) indicates that, at
any given order k, I¥ will be of the form

) =3P+ 0)+ 1P+ 00 (2)

up to a time-dependent ¢ number. The system’s Hamiltonian,
H=1(s), is of that form with 7*'=f, cos(2s) and {?=0.
It is then useful to note the following relations:

u[(kJ(O')Qu;(k)(O') =0+ g”(k))cos o—(P+ n(k))sin o,
(33a)

U (o) PUw(0) = (P + 7P)cos o+ (Q + {P)sin o= 7Y,

(33b)

where Uyw (o) =exp[-iI¥(s)o], from which we readily find
I,wQ =0, (34a)

,wP=—-7%. (34b)

We thus see that G will always be a ¢ number that can be
ignored in Egs. (25) and (29). The same relations, (33a) and
(33b), with k=0 (I'=H) also give

W1 -TI,)0]=P + 79 =P+ f, cos(2ms), (35a)
WAL(1 =TT P]=-(Q+ (V) =-0. (35b)
With all this, we readily get
I = WH[(1 = Ty) ,H] = 0,7 OWH(1 = I P]
=2m7fy sin(27s)Q (36)
and
81 = wH[(1 - T1,) 8,61
= (2m)*f, cos(2ms) W (1 - 1) Q]
= (2m)?[f, cos(2ms)P +f% cos?(2ms)]
= (2m)*f, cos(2s) P, (37)
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where the ¢ number (27)2fg cos?(2s) has been dropped in
writing the last line. By induction, we infer the general forms
of correction terms of even and odd orders,

SI%"(s) = Cypfo cos2ms)P, m=1,

(38a)

81" V(s) = Coppinfo sin2ms)Q, m=0.  (38b)

From the relation between SI**) and 8I®, Eq. (29), the
results of Egs. (35a) and (35b) and from C,=2, it follows
that Cp,1 =27C,=C,=(2m)*, V k. We can finally write the
perturbative series to all orders, using (38a) and (38b), and
recalling that 27me=w; / wy. Not surprisingly, the series can be
resummed analytically to all orders, for w; <wj, to give

2
1)(s) = l(P2 +0%) + ( 20)0 5 )fo cos(2ms)P
2 0~ @,

2
1) 1)
+ —L<2—02)f0 sin(27s)Q. (39)
w a)o - CUL

By evaluating explicitly the commutator [H(s),/*(s)] and
the derivative dJ*)(s), it can readily be verified that this
satisfies

[H(s),I")(s)] = i€d ]™(s) = 0

exactly for all w; # w,. Note that even though the perturba-
tive series, considered to all orders, converges only for w;
< w,, it has nevertheless yielded an exact dynamical invari-
ant for the more general case of a harmonic oscillator driven
by any nonresonant field.

B. Laser-driven two-level system

Consider now a two-level system driven by a laser field
described by a Hamiltonian of the form

H(1) = wol[2)2] = [1(L[] + fo cos(@n)[|2)(1] + |12

1.
(40)

which can also be conveniently rewritten in terms of spin
operators

Se=[2)(1]+ 12

.Sy =i(2)(1] = [1(2)),

)

Sz= |2><2| - |1><1

satisfying the usual cyclic commutation relations. Thus
H([) = (,L)()SZ +f0 COS((DLI)SX. (41)

Introducing a reduced time s defined by s=¢/7=wyet [25],
where 7=1/w; and e=w;/ wy,

H(s)=S.+f cos sS,, (42)

with f=f,/ w,. In this case, we expect any operator, be it one
of the 8I’s or one of the G(k)’s, and in particular each
approximant I itself, to be a linear combination of the Pauli
matrices, i.e., is a function of the type

F(a,b,c) =aS,+bS,+cS,. (43)
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It is then convenient to note that such an operator can be
presented in the form

F(a,b,c) — )\e—iaSye—iﬁSXSZe+iBSxe+iaSy’ (44)

denoting the diagonalization of the matrix representing F in
the eigenbasis of S,. The parameters « and S associated with
the two rotations generated by S, and S are thus given by

a (=D
a= arctan(—) , B= arcsm( —> , (45a)
c A
N=vVa?+ b2+t (45b)

Using this representation, when F designates one of the 1*)’s,
we can express the propagator associated with F as a se-
quence of rotations of spin operators

e—tFo’ — e_’aSyg‘iﬂsxg_i)‘sz"'e”ﬁsxe”as_v . (46)

This allows the calculations of quantities of the forms I10
and W/(1-TII,)O] that are needed to implement the pertur-
bative schemes [cf. Egs. (26) and (29)], by known rules con-
cerning these rotations.

With F=H, we readily find

1% sin(2s)
T 24 1 +cos(2s)]

I,(0,H) = (S,+fcossS,) (47)

then

fsins

SIV(s) = WH[—i(1 = T1,)d.H] = —————S,.
(s) [ wsH] 1+f2cos’s ”

(48)

The result of Eq. (47) implies that GV is nontrivial (not a ¢
number as in the previous case of the linearly forced har-
monic oscillator), it being indeed found to be

fsins

2
m) fcossS, + O(e),

G(l)(s)=<

and the following result is obtained, after some calculations,
for the leading term of the second-order correction

S (s) = WH[— i(1 = T,)(9,61'"V + GV)]
_ fcos s{1 + f7[2 —cos(25)]}
T (1+ 7% cos? s)?

X (=S, +f cos sS,) + O(€). (49)

The calculations become more and more complex as k in-
creases, but with a program written in the MATHEMATICA
symbolic language, we have been able to generate the cor-
rections I to a high order (results of calculations up to k
=5 are reported below). The resulting approximant to the
dynamical invariant, /¥, given by Eq. (17) with the sum
restricted to its first k terms, is then diagonalized (in the
eigenbasis of S.) and its two eigenvectors |g(s)), k=1,2
are used to construct the time evolution operator through (no
degeneracy was found at any time for this system)
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2

U(s,s0) = 2 eI MO g () pelso)|,  (50a)
k=1

Ni(s) = (@e(s)| H(s) — i€d,| gy (s)).- (50b)

We also calculate U(s,s,) numerically by accumulating
e7H6)% evaluated over each of the small time slices
[s;,8;41=5;+0s], i=0,...,N—1 unto which the time interval
[s9,s] is divided, with sy=s. Considering a time evolution
out of the ground state |1), of the field-free system as initial
state, we then calculate the probability that the system makes
a transition to state |2>, at any time s,

Pa(s) =[(2|U(s,50)[1)

using either of the two representations of U(s,s,) described
above. All the calculations are made in MATHEMATICA 5.2,
including the numerical propagation over short time slices,
which we take to have an extension 8s=10""¢, correspond-
ing to a 1000th division of the optical cycle.

The results of these calculations for f=0.1 (the Rabi fre-
quency is one-tenth of the Bohr frequency) are exhibited in
Fig. 1, for €=0.1 [panel (a)], €=0.3 [panel (b)], and €=0.5
[panel (c)], corresponding to an adiabatic dynamical regime
and two increasingly nonadiabatic situations. The left-hand
panel of each figure gives the population of the excited state
as a function of time (up to an optical cycle) as calculated
using I(k), k=1-5, and as obtained in the convergent numeri-
cal calculation. The right-hand panel gives the relative error
in P, at s=m, t=T;/2, (T;=27/w, is the period of the
field), considered as a function of the order k of the adiabatic
representation. It is not surprising that in the €=0.1 case, Fig.
1(a), the series converges very quickly (radius of conver-
gence =2), and even the zeroth-order adiabatic approxima-
tion, I=H(s) performs pretty well. In the €=0.3 and 0.5
cases, Figs. 1(b) and 1(c), one needs to go at least up to the
fifth-order to reach convergence. The zeroth-order adiabatic
approximation is clearly inadequate except at the beginning
of the dynamics, which is highly nonadiabatic in the eigen-
basis of H(s).

It is interesting to examine how the approximate invariant
of a given order differs from H(s). The first two corrections
(k=1,2) have been given explicitly above. More generally, it
was found that the leading term in the odd-order corrections
81 is proportional to S, while that in the even-order ones is
always some combination of S, and S,. As expected, the
analytical expressions of the coefficients of the three spin
operators rapidly become impractical to exhibit as k in-
creases. To see in more detail how the various I¥ differs
from H(s), we show in Fig. 2 the variations, with respect to
the time parameter s, of the coefficients CysCy,Cy of S,.S,.S,
in F=I®, in the representation of Eq. (43) for the case €
=0.3, f=0.1. Figure 2(a) shows the trajectories traced out
by CysCysCys for k=0, 1, and 5, as s sweeps over the range
corresponding to an optical cycle, Due to the particular form
chosen for H(s) (c,=f cos s, ¢,=0, c,=1), this trajectory is
just a straight line in zeroth order. This representation illus-
trates vividly the nonadiabaticity of the dynamics which is
reflected in the deviation of the trajectories of I from the

g (51)
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FIG. 1. (Color online) Transition probability P, as a function of
time ¢, for the two-level system driven by a field, for €=0.1 and f
=0.1 in (a), €=0.3 and f=0.1 in (b), and €=0.5 and f=0.1 in (c).
The results of the numerical propagation are shown by a black solid
line, those calculated using the kth-order dynamical invariant are
shown as red dots for k=0, green dashed line for k=1, blue dashed
line for k=2, orange dotted-dashed line for k=3, brown dotted-
dashed line for k=4, and violet dotted-dashed line for k=5. The
right-hand panel shows, as a function of the perturbation order k,
the relative error in P, at t=77/2 with respect to the results of the
numerical propagation.

straight-line trajectory of H(s). Figure 2(b) shows, over the
same range of s, the variations Ac;k)zc(.k)—c(.k_l) (j=x,v,2),
of these coefficients in going from order k—1 to order k.
Actually, only nonzero variations ch.k)(s) are shown in the
figure: For ¢, and c,, a nonzero variation is found only for
even values of k, while for Cys the coefficient of Sy, such a
variation is found for odd values of k only.

IV. DYNAMICAL INVARIANT FOR A FLOQUET
HAMILTONIAN

A. Time-dependent Floquet Hamiltonian

An interesting problem, encountered in the theoretical
treatments of laser-induced dynamics in atoms and mol-
ecules, concerns the concept of adiabatic transport of Floquet
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FIG. 2. (Color online) Evolutions, with respect to the time parameter s, of the coefficients c,, ¢y, and ¢, of S,, S, S, respectively, in
I® k=1-6, in the representation of Eq. (43) for the case €=0.3, f=0.1. (a) Trajectories traced out by these coefﬁ01ents in a three—

dimensional representation, for k=0 (red dotted line), k=1 (green dashed line), and k=5 (blue solid line). (b) Variations Ac
D (j=x,y,z) of these coefficients in going from order k—1 to order k as a function of time. A nonzero Act )) is found only for even

(k—

Values of k (explicitly shown are the curves for k=2 in red, k=4 in green, and k=6 in blue), while a nonzero Ac

=W

is obtained only for odd

values of k (explicitly shown are results for k=1 in red, k=3 in green, and k=5 in blue).

states. Let us first recall how these are defined: If a time-
dependent Hamiltonian exhibits a time periodicity H(t+7)
=H(z) (here T=27/ wy is the period of the incident laser field
for instance), then Floquet theorem establishes the existence
of solutions of the time-dependent Schrodinger equation
which are of the form

(1)) = 5D, (1),

where EL, called quasienergy, and |®(1+7))=|d(1)) are ei-
genvalues and eigenvectors of the Floquet Hamiltonian,

J

K="H() e (52)
An interesting view of the Floquet representation has re-
cently been given [23,24], in which H(7) is considered to be
a member of a family of Hamiltonians H(s+ 6/ w;) param-
etrized by an initial phase angle 6. This representation is
reminiscent of the (¢,7") formulation of the Floquet theory
[26] and, with respect to certain aspects at least, it could be
made equivalent to the (7,¢") formulation by the simple iden-
tification #=w;t’. As detailed in Ref. [23], by promoting 6 to
the role of dynamical variable, and regarding H(r+ 6/ ;) as
the image of a time independent (but @ parametrized) H(6)
under a translation of 6 by w, ¢, allows one to view the Flo-
quet Hamiltonian K as a time-independent operator,

K= H(e)—le; H(O) + o pg, (53)

defined over an enlarged Hilbert space constructed by taking
the tensor product between the system’s (atomic or molecu-
lar) Hilbert space with the space of square integrable, peri-
odic functions of 6. In this view, p,=—id, is the momentum
operator canonically conjugate to the angle 6, so that

[P0’0]=—i~

The lift of the time-evolution operator associated with H(z)
in the enlarged Hilbert space is unitarily related to the Flo-
quet time-evolution operator Uy(f—1,) by a simple transla-
tion in the angle variable 6.

We are here interested in the case when the time depen-
dence of the Hamiltonian is not truly periodic, but is charac-
terized by a slow modulation of the field amplitude F(z).
Under the translation of 6 by —w;f, the Hamiltonian H(¢
+6/ w;) is mapped into a new Hamiltonian, H""(6), that
remains time dependent through the variation of F(¢). One
can then show that the exact time evolution in the Floquet
representation is governed by the now explicitly time-
dependent Floquet Hamiltonian [24,27]

d
K@) = H(9) - iwLa—H =HO(O) + wppy. (54)
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A number of interesting applications of the adiabatic theorem
to time-dependent Floquet Hamiltonians can be found in the
literature, for bound systems [24,27-29], as well as for non-
Hermitian open systems [30], and correspond to a zeroth-
order adiabatic approximation in the Floquet representation.
In fact, an adiabaticity hypothesis of this type underlies most
discussions of laser-driven dynamics in terms of the dressed
atom-molecule picture when a finite, shaped pulse is in-
volved. A natural question arises then, in relation with con-
cerns of finite pulse-shape effects [31,32], as to how to ex-
tend the adiabatic theorem as it applies to the time-evolution
operator associated with C(#) and, more precisely, how to
define the concept of higher-order adiabatic transport of Flo-
quet states. The concept of dynamical invariant, associated
with KC(¢) rather than with H(z), provides the answer. We
thus consider here the problem of constructing a dynamical
invariant for this case, i.e., to solve

(1 -TIp{[K(s),Z] - ied L} =0, (55)

for Z(s), defining again the dimensionless time variable s
=t/7€[0,1], 7 representing now a time scale (assumed
longer than the longest period sup[27/ w;(1)]) characterizing
the modulation of the field parameters. It is clear that the
derivations and results in Sec. II can be applied to this case
entirely with /() replacing H uniformly. We now illustrate
how this construct works in the case of a laser-driven har-
monic oscillator with amplitude modulations, i.e., with a
constant w;.

B. Pulsed-laser-driven model systems

Consider, for example, a time-dependent Floquet Hamil-
tonian of the form

2 2
w,
K(s)= % + 70‘12 + w)*f(s)(cos Op + w, sin 0g) + w;py.

(56)

In terms of the dimensionless position and momentum vari-
ables P, Q defined in Sec. IIT A, this yields

K(s): = LIC(s) =Ky + f(s)(cos OP +sin 6Q), (57)
o
where
Koy=—+—+—"py. (58)

It is useful to note that K(s) can be unitarily related to the
time-independent separable Floquet Hamiltonian K by

K(s) = W'(s)KoW(s), (59)
where
Wi(s): = exp{— il a(s)sin OP + B(s)cos 00 ]texp[—i=(0,s)],
(60a)
als): = = g =—2f(s), (60b)
W, — Wy
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[OF O
2

B(s): = 5(s), (60c)
0

w; — W

=(0s) = | (& )( L )
H(H,s).—zwLK 5 +fB]| 6+ 5sin 20

(o]

From this unitary relation [Eq. (59)], and defining
0(0): = Ug(s)(0) OU,) (o),

(60d)

0(0): = U (o) OU (o)
(0=0Q,P,0,p,), we first find that

0(0) = Qy(0) + F,(0,0), (61a)

P(0) = Py(0) + F,(6,0), (61b)

where Q(0)=Q cos o—P sin o, Py(o)=P cos o+Q sin o,
are independent of 6, while F 4 Fpare functions of o~ which
involve only the variable # and contain neither the canoni-
cally conjugate momentum p, nor the oscillator’s dynamical
variables Q, P.

From Egs. (61a) and (61b), we further obtain

1\ (T
0= 1im(—>f doF,(6,0), (62a)
T—o T 0
1\ (7T
[IxP= lim(—>J doF,(6,0), (62b)
T—o T 0

i.e., IIgQ, IIxP depend solely on the variable 6. To empha-
size this when needed, such a function will be denoted ge-
nerically by {6} in the following.

Since

AK(s) = f'(s)(cos OP + w, sin 6Q) (63)

[we will use the notations f'(s):=df(s)/ds, f'(s):
=d*f(s)/ds?, f":=d"f(s)/ds", n=3], we find, using Eqs.
(61a), (61b), (62a), and (62b) in Eq. (29), with K replacing H
throughout [e.g., 8I'”’=K(s) instead of H, and I1,— Ilx],

o

S = f (cos 6Q —sin OP) + {6}, (64)

Wy — Wy,
Equation (26) then gives a G'!) that involves 6 only, so that
we expect 8I?), and in fact all the subsequent 81’s, to com-
prise a part that is linear in Q and P and which arises from
the terms Qy(o), Py(o) in the above, and a part depending
solely on 6. Each &I can thus be written as

81 = (1), , +{6}Y. (65)

where the notation (A), , is to designate that part of A which
depends nontrivially on Q and P, and the final result for the
Floquet dynamical invariant will be of the form
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1(s) = K(s) + 2 (1Y), 4 +{bhors
k=1

all the terms depending solely on @ at the various orders
having been gathered into {6},,. Since these terms can ulti-
mately be removed by a simple unitary transformation (on
1)) of the form

explil’(6,s5)],
with the function I'(6,s) defined by

ﬂ&[’(&,s) B

=10} 015
g = e

we can simply ignore all {6} terms, as well as all ¢ numbers,
at every step of the following derivations.

As for the (51(")),,,‘] terms, the following general results
have been obtained:

W

2
(81, = (- 1)/’f(2/’)< ) p(sin 60 + cos 6P),

Wy — Wy,
(66)

2(p-1
el

Wy — Wy, Wy — Wy,

(al(zp_]))p,q = (_ 1)P<

X (cos AQ — sin 6P), (67)

for all p=1.
In the particular case of a sin” pulse, given by

2 QO
T=—", €=

Q 277(1)()

1(s) = fo sin’[Qt(s)] = f, sin*(27s),

the infinite perturbative series [of the (51("))‘,,,6]] can be re-
summed analytically to give

Jolwy— wp)

———————| | Q sin(4 in 0
(wo—wL)2—4QZ[< sin(4rs)sin

(1) ,.4(s) = K(s) +

20?
— ———cos(4s)cos 0| P
(wy—wp)

+ (Q sin(4rs)cos 6

202 )
+ ———cos(4s)sin 6|0 |.
(wy— o)
By evaluating explicitly the commutator [K(s),(l(”))p,q(s)],
and the derivative o"s(l(w)),,,q(s), it can readily be verified that
this satisfies
I, ,(s)

[K(5).(I™), ()] - e

exactly.

That the series, in the case of a forced harmonic oscillator,
gives a solution that verifies exactly the original definition of
the Lewis invariant, Eq. (1), either with respect to H(s) (Sec.
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IIT A), or with respect to the Floquet Hamiltonian K(s), is
remarkable. This is due to the fact that the contributions (to
I) of the G, factors in Egs. (22) and (20) are trivial in this
case, they being ¢ numbers in the non-Floquet problem of
Sec. III A and are independent of Q, P in the present prob-
lem.

In the uncoupled eigenbasis of K, spanned by kets of the
product forms |v,n)=|v)|n), where |v) is one of the usual
number states of the field-free harmonic oscillator, and |n) is
an eigenvector of py,

1 .
P0|n>=n|n>, <0|}’l>= ?ema’
V2

the matrix representation of I(k)(s), k=1,2,...,, i.e., the
“Floquet scheme” of any order, involves couplings of the
basis vectors with selection rule Av==+1, An==+1. This
coupling pattern does not change as one goes from K(s) to
IW(s), k=1,2,...,%, because the couplings added by each
successive correction term (8I%) 1, Temain linear in Q and P
and sinusoidal with respect to 6. Only the strength of the
couplings in this Floquet scheme, and the way they are
modulated with respect to the time parameter s or ¢ have
changed in going from the zeroth-order adiabatic representa-
tion to the exact one associated with 1)(s).

This simple high-order adiabatic Floquet structure is pe-
culiar to the linearly forced harmonic oscillator. It is to be
expected that, for other systems, the constructed invariant of
some order k>0 would have added, in a less trivial manner,
new couplings in the Floquet scheme that correspond to new
multiphoton processes. Consider, for example, the two-level
system of Sec. III B, with now a pulse envelope f(s) modu-
lating the periodic interaction term in Eq. (42), so that in the
Floquet formalism, one would replace H(s) by

K(s)=S.+f(s)(cos 6)S, + ﬂpo, (69)

(O]

which gives, in zeroth order, a Floquet scheme with the two
eigenstates of S, (dressed by “photon” states |n)) coupled to
each other with An==+1. In this zeroth-order Floquet repre-
sentation, transitions from one level to another are thus ac-
companied by energy exchanges with the field which corre-
spond to the absorption or emission of one photon at a time.
Considering just the first-order correction 81", we have been
able to show, at least for field intensities which remain mod-
est at all times [f(s)<1] and in a low-frequency regime
(w; < wy), that the nonadiabatic effects of the field modula-
tion by the pulse envelope f(s) induce new couplings in the
first-order adiabatic representation that permit the direct
(nonsequential) exchange of three photons, through a term
varying as (cos 36)S, in 6I'V. (See Appendix B.) At higher
field intensities and/or in a higher frequency regime, even
with a restriction to the first-order correction, we expect this
to be enriched by further coupling terms, denoting new mul-
tiphoton pathways which result from the (partial) resumma-
tion of nonadiabatic couplings that arise from the aperiodic
modulation of the field amplitude. This enrichment is also
expected as one goes to a higher-order representation.
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V. DISCUSSIONS AND CONCLUSIONS

We have derived a perturbative series for the construction
of an approximate dynamical invariant of a time-dependent
quantum system. The approximate invariant obtained at a
given order of the perturbation theory systematically defines
a higher adiabatic representation of the system’s dynamics.

The dynamical invariant is defined here by Eq. (10) rather
than by Eq. (1), and this generalization played a crucial role
in the development of the perturbative procedure given in
detail in Sec. II B. The generalized invariant, defined by Eq.
(10), no longer has constant eigenvalues and new degenera-
cy’s can arise during the time evolution; great care must
therefore be exercised to follow the evolution of these eigen-
values, even though they do not play a direct, explicit role in
the time-resolved dynamics. (Even Berry phases associated
with the higher-order adiabatic evolutions described by the
eigenstates of the invariant do not involve these eigenval-
ues.) The time-dependent systems we have considered ex-
plicitly as examples in Sec. III do not give rise to degenerate
eigenvalues at any time: In the case of the forced harmonic
oscillator, the invariant has been constructed to infinite order
and to this order, it satisfies the original definition of the
Lewis invariant, Eq. (1), so that its eigenvalues are time in-
dependent. Moreover, at any order, the invariant is unitarily
linked to the field-free Hamiltonian, and its eigenvalues are
the field-free, nondegenerate quantized energy levels of the
field-free oscillator. The time-dependent Floquet problems
defined in Sec. IV are more susceptible to give rise to degen-
erate situations. In the explicit example of the forced har-
monic oscillator, the invariant is, in any order, unitarily
equivalent to the uncoupled Floquet Hamiltonian K|,. Thus,
no degeneracy will be found in this case, as long as the ratio
between the field frequency w; and the vibrational frequency
of the oscillator wy is not a rational number.

We have illustrated the working of the present perturba-
tive series on two types of systems, the choices of which are
motivated by their simplicity. Indeed, the solutions to the
perturbation equations (26) and (29) require the calculations
of the flow of basic operators under Uy, (o) for an infinite
“time” o. This is presently possible only for dynamical sys-
tems possessing a finite Lie algebra. In the case of the har-
monic oscillator in the non-Floquet version, an exact Lewis
invariant is long known [12-14], and this has also been an
element of motivation for its consideration as a test system.
It turns out that this case is particularly simple, due to the
irrelevance of the G® terms in the equations to be solved at
each iteration, as these operators are all ¢ numbers. The two-
level system represents a more difficult application of the
present scheme. We have exploited the simplicity of the al-
gebra of spin operators and spin rotations, to work out the
corrections to Z to a high order, with the help of a program
written in the MATHEMATICA symbolic language. We illus-
trated in this particular case how the invariant, constructed in
a finite order, defines a high-order adiabatic approximation to
the exact time evolution. The approach employed in this case
of a two-level system to implement the perturbative scheme
will also be applicable in future generalizations to N level
systems, using the commutation properties of the generators
of the SU(N) unitary group. Such a generalization is particu-
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larly relevant to the development of efficient computational
tools for the calculations of time-dependent electronic struc-
ture of laser-driven many-electron atoms or molecules de-
scribed in a finite orbital basis. This restriction to a finite
orbital basis implies that only laser-driven dynamics among
molecular bound states could be considered. The description
of ionization will require a separate treatment, for example,
by considering dynamical Feschbach-type couplings between
time-dependent bound states and ionization continua. Such a
treatment clearly lies beyond the scope of the formalism pre-
sented here.

To our knowledge, no attempts have been made previ-
ously to define and construct a dynamical invariant for a
Floquet Hamiltonian that depends on time through an aperi-
odic modulation of an otherwise periodic potential. Such an
invariant, even approximate, is highly desirable as its struc-
ture and the structure of its eigenstates would give direct
insight on the effects of what could be called time nonadia-
baticity, or pulse shape effects on multiphoton processes.
This is important for the generalization of laser control
schemes that relied on the concept of adiabatic transport of
Floquet states, the so-called STIRAP process [33,24] for in-
stance. We have been able to generate an exact Floquet dy-
namical invariant only for the forced harmonic oscillator
case. For the Floquet two-level system, a preliminary explo-
ration has been presented in Appendix B and is limited to the
first-order correction. In a future work, we plan to use in a
systematic way, the connection between SU(2) and the rota-
tion group in R? to obtain a geometric interpretation of the
perturbative construction. This may help in finding closed
form, higher-order solutions for this system.
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APPENDIX A: QUANTUM AVERAGING THEOREM

We give here a review of the quantum averaging tech-
nique on which are based the formal developments of the
perturbative series given in Sec. II.

Let

Uy, (x) = exp(= iK ) (A1)
be the evolution operator generated by the Hermitian opera-
tor K. This Hamiltonian-like operator K, may actually de-
pend on time, but it is explicitly considered independent of
the timelike variable x. We also assume that K, has a com-
pletely discrete spectrum, and denote |k,v), v=1,2,...,8;
its (complete, orthonormal) eigenvectors of K, associated
with a g,-fold eigenvalue (labeled by k). Let V be an operator
that is bounded under the flow of L{KO, in the sense
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Uy (VU (T) = V

I A2
i T (A2)
Define
1 T
HK V= 111’1’1<_>J dqu (X)W/f;(l(x), (A3)

0 T—o0 T 0 0 0
then

Mg,V= 2 k) Vieulk,v'], (A4)

kv, v
where
Vi = kv VIk,v').

Thus, 11 K,V is that part of V that is diagonal in the eigenbasis
of K. Let now WXo(V) be the following operator:

. T o
WKo(V) = 1im<_—l> f do’ J dothy (VUL (o).
T 0 0 0 0

T
(A5)
We then have
[Ko, WK(V)]+ V' =0, (A6)
where
Vi=(1- HKO)V, (A7)
and
HKOWKO(V’) =0, (A8)
[KO,HKOV] =0. (A9)

We shall refer to the results of (A6) and (A8), due to Scherer
[19,20], as the quantum averaging theorem. The notation de-
fined through (A3) is that of Ref. [21]; along with (A9) it
emphasizes that I1 K, is a projector on the kernel of the map
adKO: V—[K,,V], ie., it associates to any operator V,
bounded under the flow of K, its diagonal part in the eigen-
basis of K. Adding to WXo(V), defined by Eq. (A5), an ar-
bitrary operator C that commutes with K,
X=wk(v')+C, I C=0, (A10)

in fact gives the general solutions of the operator equation

[21]

[Kyp,X]+V' =0, (A11)
solutions which exist, if and only if,
HKOV’ =0. (A12)

The particular solution X=WXo(V") is strictly nondiagonal in
the eigenbasis of K according to Eq. (AS).
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APPENDIX B: FLOQUET FIRST-ORDER INVARIANT
FOR A PULSE-DRIVEN TWO-LEVEL SYSTEM

In the case of the two-level Floquet Hamiltonian

K(s) = S. + f(s)cos 6S,+ —Lp,,
w

(B1)

we can find three functions (s, 6), By(s,0), and \y(s, 6),
such that

K(S) — g_iaOSye_iBOSxKoe+iBOSxe+ia0S)" (BZ)
where
w
Koy = <>\052+—Lp0>. (B3)
o
These functions are solutions of
o)
—L3,00 - \g sin By =0, (B4a)
Wy
W .
—= sin aydgBy— Ng cos By cos ap=—1, (B4b)
o
Wy, .
—=¢0s aydgBo+ No cos By sin ay = f(s)cos 6. (B4c)

()

We are particularly interested in the case (w;/wy) <1, f(s)
<1, V s, corresponding to a low frequency, relatively
weak field situation. In this case, the functions a(s,6),
Bo(s, 0), and \y(s, 6) will be dominated by the adiabatic so-
lutions given by [these are the same as found in Egs. (45a)
and (45b) of Sec. III B, for the non-Floquet problem]

Bo(s,6) =0, (B5a)
ay(s, 0) = arctan[ f(s)cos 6], (B5b)
No(s,6) = V1 + f(s)? cos” 6. (B5c¢)

Using known rules for the rotations of spin matrices, we
get, from Eq. (B2),

[ 0,K(5)] = d,f(s)e " 0Sve P T1 k,(c0s 6 cos ayS,)
~ g (cos @sin ayS,) Jet1PoSsetiaoSy
= agf(s)[HKO(cos 0 cos a,S,)
(B6)

- HKO(cos 0 sin a,S,)],

where we have introduced the notation = to denote a unitary
equivalence through the sequence of the two rotations (of the
spin matrices) of angles «, and B, generated by S, and S,,
respectively. Similarly, we have )

oIV = — iWK[(1 = TI)0,K]
= —id f(s){WK[(1 - HKO)cos 0 cos ay(s, 6)S,]
— WKo[(1 - HKO)cos 0 sin ay(s, 0)S.1}. (B7)

Defining
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0(0) =Uy (0)'0Uy (0), 0=S,.S5,.5.,0.p,.

where Uy, (o) =exp[~iK(s)o], it can easily be shown that

0(o)=0- ﬂo,
0]

S(o)=S, cos(fg)\o[s, 0(0")]d(r’)

0

+S, sin(JU Nols, 6(0')]d0"> ,

0

T—o0
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Sy(o) =S, cos(fo)\o[s, 0(0")]do")

0

-S, sin(fg)\o[s, 0(0")]dcr’),

0

S(o)=85..
These relations allow us to evaluate the integrals involved in
the Il and WKo terms in Eqs. (B6) and (B7). In the limit
(o /wy)<1, f(s)<1,Vs, using the approximate relations
(B5a)—(B5c), we first find that only the second HKO term in

Eq. (B6) is nonzero. The detailed expression of &IV then
expands into three terms,

T o o'
81V = 4.£(s) Sx|: lim (%)f da’f do’ cos[0(c”)]cos{y s, 0(0')]}cos<f Nols, 0(0”)]do")j|
0 0

0

T o o'
+Syl lim(%>f do-f do’ cos[0(c”)]cos{ s, 0(0”)]}Sin(f )\O[s,ﬂ(oj')]do"):|
0 0

T—o

T—o0

T o
- Szl lim (%)I dO‘J da'{cos[ 0(a") |}sin{ay[s, 0o’ )]} - HKO[COS 0 sin (s, 0)]]
0 0

0

(B8)

and we find, again in the weak-field low-frequency approximation, that the coefficients of S, and S, vanish (the integrals
contained therein are finite) while, up to order f2, the remaining term yields

2

16

- wy

2 w? w
SIH _f_<w2 0 5cos 00— — (;wzcos(30) S, +O0(f%).
o L

Wy

(B9)
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