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Using linear response theory, we demonstrate fractional quantum Hall features in a rotating Bose-Einstein
condensate in a corotating two-dimensional optical lattice. The corotating lattice and trap potential allow for an
effective magnetic field and compensation of the centrifugal potential. Fractional quantum Hall features in the
current response are seen for the single-particle system and for a few strongly interacting many-particle
systems.

DOI: 10.1103/PhysRevA.76.043601 PACS number�s�: 03.75.Lm, 05.30.Jp, 47.32.Ef, 73.43.�f

I. INTRODUCTION

Rotating Bose-Einstein condensates �BECs� have been a
subject of great theoretical and experimental interest over the
last few years. Starting from the quantum engineering of a
single vortex �1�, rotating condensates have been used to
understand exotic phenomena such as the formation of Abri-
kosov vortex lattices �2,3� and the BCS-BEC crossover �4�.
Parallels have been drawn between a rotating condensate and
electrons in the presence of a magnetic field, and in particu-
lar, the fractional quantum Hall effect �FQHE� has been pre-
dicted for a two-dimensional �2D� condensate rotating at a
frequency matching that of the confining harmonic trap
�5–10�. However, the strongly correlated FQHE regime has
eluded experimentalists in cold quantum gases due to two
problems: it is difficult to confine condensates at rotation
speeds matching the trapping frequency and vortex shears
destroy condensates at high rotation. A potential solution is
the use of a 2D lattice. Introducing a corotating optical lattice
in the tight-binding regime, in which particles on a lattice
site can only tunnel to adjacent sites, provides strong con-
finement and enhances interactions to enable entry into the
strongly correlated regime. A similar system outside the
tight-binding regime has recently been demonstrated �11�. In
this paper, we present a direct mapping between the angular
velocity of a rotating condensate � and the magnetic field as
characterized by the winding parameter � in the standard
condensed-matter literature on the quantum Hall effect �e.g.,
�12��. Connections have previously been made to the FQHE
for cold atoms in a lattice in the presence of an effective
magnetic field �13,14� or induced tunneling loops �15�. Fur-
ther, in a recent paper, Umucalilar and Oktel �16� presented
the phase diagram for bosons in an optical lattice in the pres-
ence of an effective magnetic field.

We study a BEC in a rotating 2D optical lattice using a
Bose-Hubbard Hamiltonian modified by the rotation. Ob-
servables are computed using exact diagonalization with box
boundary conditions. There are two advantages to using box
boundary conditions over periodic boundary conditions.
First, periodic boundary conditions are suitable only for val-
ues of � in a narrow region around rational values �14� while
box boundary conditions can be used to study the system
response for both rational and irrational values of �. Second,
nonperiodic elements �such as a trapping potential or a lattice
tilt� can be introduced easily. In the case of box boundary

conditions, these advantages come with the twin costs of
non-negligible boundary effects and limited access as the
study of many-particle systems via the exact-diagonalization
method quickly becomes intractable with either an increase
in lattice size or an increase in the number of particles.

We use the Kubo formalism to describe the system’s cur-
rent and density responses to a perturbative potential gradi-
ent. Using a high-frequency perturbation to overcome finite-
size effects, we observe FQHE features in a single-particle
system. In particular, the system demonstrates plateaus in the
transverse resistivity concurrent with dips in the diagonal
resistivity for fractional values of �. At these same values, in
concordance with Jaksch and Zoller �13�, the site number
density is modulated with a periodicity 1 /�. Numerical re-
sults are also presented for small many-particle systems. In
direct analogy with the classical Hall effect, a pileup of par-
ticles due to the Coriolis force is seen along the transverse
direction.

The need for theoretical methods to study the strongly
correlated FQHE regime for bosons in a rotating optical lat-
tice is urgent, as experimental capabilities to realize such
systems are rapidly coming to bear. Two main characteristics
of this regime are site number densities of order unity due to
strong interactions and filling factors �particles per vortex� of
order unity needed for the creation of composite particles
necessary to observe quantum Hall phenomena. Accordingly,
the first experimental requirement is for there to be an optical
lattice in the tight-binding regime, traditionally with lattice
spacing d�0.5 �m. The second requirement is for the en-
ergy associated with rotation to be of the order of the lattice
recoil energy or, equivalently, for the associated Larmor ra-
dius to be of the same order as the lattice spacing. Both
requirements have been separately satisfied �17,18�. An im-
mediate benefit of such experiments is the measurement of
the equivalent of the flux quantum �e2 /�� constant for mass
transport.

This paper is structured as follows: Section II presents a
derivation of the modified Bose-Hubbard Hamiltonian used
to study the lattice system along with a discussion of current
operators. This Hamiltonian is closely connected to that tra-
ditionally used to study Bloch electrons in a magnetic field,
but a detailed derivation is useful given the new context of
cold gases. Section III describes the Kubo formalism used to
study the linear response of the system. Section IV presents
single-particle results for large lattices. Section V contains
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response characteristics for small many-particle systems. The
last section discusses experimental implications and the fu-
ture outlook for this problem.

II. BOSE-HUBBARD HAMILTONIAN
IN ROTATING-FRAME COORDINATES

The derivation of a modified Bose-Hubbard Hamiltonian
using the symmetric gauge is presented in this section. The
angular velocity � is mapped onto the parameter � used
commonly in the quantum Hall literature. An analogy of this
system is drawn with that of Bloch electrons in a magnetic
field by looking at the single-particle energy spectrum.

A. Derivation

The system to be described is a cloud of a fixed number of
bosons rotating with an angular velocity � about the z axis.
This cloud is trapped in a 2D optical lattice corotating with
the same angular velocity in the presence of an additional,
superimposed two-dimensional harmonic trapping potential
of frequency �. For a nonrotating system ��=0�, the Hamil-

tonian Ĥ0 has components corresponding to the kinetic en-
ergy, the lattice and harmonic trapping potentials, and the
energy due to interaction between particles. The effect of
rotation is included by using time-independent rotating-

frame coordinates by means of the transformation Ĥ= Ĥ0

−�dx �̂†�Lz�̂ �20�, where �̂ is a bosonic annihilation field
operator describing the atoms and Lz is the angular momen-
tum operator. The Hamiltonian can then be written in rotat-
ing frame coordinates as

Ĥ =� dx �̂†�−
�2

2m
�2 + Vlat�x� + Vt�x� +

g

2
�̂†�̂ − �Lz	�̂ ,

�1�

where m is the mass of a single particle and g is the coupling
constant for repulsive two-body scattering via a contact in-
teraction. In this paper, we use a square-lattice potential de-
scribed by Vlat�x�=V0�sin2��x /d�+sin2��y /d��. Finally, the
trapping potential is Vt�x�=m�2r2 /2 with r
�x�. Equation
�1� can be rewritten as

Ĥ =� dx �̂†��2

2m
+ Vlat�x� +

1

2
m��2 − �2�r2 +

g

2
�̂†�̂	�̂ .

�2�

Here, �
−i��+mA�x� is the covariant momentum and
A�x�
x	� is the equivalent of a magnetic vector potential
�in the symmetric gauge� stemming from the rotation.

The field operator �̂ can be expanded in several ways.
One common expansion for the stationary lattice problem
uses Wannier orbitals WS

l �x−xi�, where the sites are indexed
by i and the bands by l �21�. If the energy separation between
the lowest Bloch band and the first excited band is large
compared to the interaction energy and the angular velocity
is low ����0.01ER�, then a good description is obtained by
retaining only Wannier orbitals constructed from the lowest

Bloch band—i.e., l=0. With this approximation, the phase
description of the single-particle wave function is flat within
a particular lattice site with sharp gradients at site bound-
aries. However, for larger angular velocities ����0.1ER�,
the �Lz term mixes in higher bands to a non-negligible ex-
tent. The primary effect of this mixing is to modify the phase
structure within sites. A modified Wannier basis given by

WR�x − xi� 
 exp�− i
m

�
�

xi

x

A�x�� · dx�	WS
0�x − xi� �3�

captures some of this effect by making the azimuthal phase
gradient within a site proportional to �. The lower limit in
the integral is chosen to coincide with the site center. This
choice ensures that at x=xi the Wannier orbital is real—i.e.,
WR�0�=WS�0�. A path of integration needs to be chosen such
that the basis set defined by WR�x−xi� satisfies orthonormal-
ity. In addition, calculations for the square-lattice problem
are greatly simplified if the choice of path allows for each
two-dimensional Wannier orbital to be decoupled into a
product of one-dimensional Wannier orbitals. One particular
choice of a path that meets both criteria is along straight lines
parallel to the lattice axes �parallel to the dashed lines in Fig.
2�. Note that this path is not unique and decoupling is not
required. A quantitative assessment using imaginary-time
propagation techniques �22� shows that the modified Wannier
basis set WR�x−xi� describes the phase gradient within a site
better than the regular Wannier basis WS�x−xi� and captures
the pertinent parts of the Hilbert space for our discussion.

Using the modified Wannier basis WR�x−xi�, the field op-
erator can now be expressed as

�̂�x� = �
i

âiWR�x − xi� , �4�

where âi is a site-specific annihilation operator. A modified
Bose-Hubbard Hamiltonian is obtained by substituting Eq.
�4� into Eq. �2� and using the tight-binding approximation
�whereby only hopping between adjacent sites is considered�

Ĥ = − �
i,j�

�t +
m��2 − �2�

2
A1	�âi

†âje
−i
ij + âiâj

†ei
ij�

+ �
i
�� −

m��2 − �2�
2

�ri
2 + A2�	n̂i +

U

2
n̂i�n̂i − 1� ,

�5�

where i , j� indicates the sum over nearest-neighbor site pairs
and n̂i
 âi

†âi is the number operator. The definitions for 
ij,
t, �, A1, and A2 follow. The phase for the hopping term is


ij 

m

�
�

xj

xi

A�x�� · dx� =
m�

�
�xiyj − xjyi� . �6�

The parameters t and � are identical to the hopping and on-
site zero-point energies associated with the standard Bose-
Hubbard model �23� and are obtained by evaluating the in-
tegrals

t 
� dx WS
*�x − xi��−

�2

2m
�2 + V�lat��x�	WS�x − x j� , �7�
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� 
� dx WS
*�x − xi��−

�2

2m
�2 + V�lat��x�	WS�x − xi� .

�8�

The modifications to these terms due to rotation are propor-
tional to ��2−�2� and to two new overlap parameters given
by

A1 
� dx WS
*�x − xi��x − xi�2WS�x − xj� , �9�

A2 
 2� dx WS
*�x − xi��x − xi�2WS�x − xi� , �10�

where WS�x−xi� is a one-dimensional Wannier function.
There is an additional factor of 2 in A2 because of identical
on-site overlaps along the x and y directions. Changes in the
lattice potential affect both new parameters �Fig. 1�. In order
to have the closest analogy with the electronic problem, � is
set equal to � for the purposes of this paper. The last term in
the Hamiltonian describes the on-site interaction energy, and
for an s-wave scattering length as �19,24�,

U 

4�as�

2

m
� dx�WS�x − xi��4. �11�

The interaction term as described in Eq. �11� is included for
completeness and is used only implicitly in this paper. The
single-particle discussions are trivially independent of U,
while the many-particle hard-core boson analyses implement
the U→� condition using the two-state approximation
where at most one particle can occupy a site.

There are two other approximations implicit in our ap-
proach. The first is the tight-binding approximation. This ap-
proximation becomes valid when V0 exceeds 5ER. Our cal-
culations are well in the tight-binding regime with V0
=10ER. The second approximation is the use of infinite-
lattice Wannier functions for a finite lattice. Due to this, edge
effects are not accounted for correctly when only Wannier

functions from the lowest band are used though the approxi-
mation gets better with increase in lattice size.

We implement this approach by constructing the Hamil-
tonian using a truncated Fock-number basis for the desired
number of sites and diagonalizing it numerically. Note that
we implicitly introduce infinite potential walls around the
lattice by spatially restricting particles to a limited number of
sites. As will be discussed in Sec. III, we minimize the effect
of the box boundary conditions in the linear response by
modulating the perturbation with a period much smaller than
the time scales associated with particles tunneling from one
lattice site to the next.

Note that the modified Bose-Hubbard Hamiltonian in Eq.
�5� is obtained using the symmetric gauge for the vector
potential A�x�. An expression equivalent to that used by
Jaksch and Zoller �13� can be obtained using the Landau

gauge with AL�x�=�yî and setting the trapping frequency
equal to the angular velocity ��=��. The two different
Hamiltonians can be connected using the transformation

ĤL= PLĤPL
−1 where

PL = exp�i
m�

�
�

x0

x

x�dy�	 . �12�

B. Mapping angular velocity onto �

Several two-dimensional problems are characterized by
multiply connected domains where singularities in the topol-
ogy are typically due to quantized magnetic flux lines �e.g.,
Aharonov-Bohm effect �25�� or strongly repulsive particles
�e.g., quantum Hall effect �26,27��. In this context, it is use-
ful to introduce a winding number 2�� that describes the
phase picked up by a particle when it goes around such a
singularity. Inaccessible regions in the topology can also be
created by means of a suitable potential.

Consider the lattice potential shown in Fig. 2. The light
shaded regions correspond to peaks in the lattice potential
that are inaccessible to particles in the tight-binding regime.
The phase accumulated by a particle adiabatically going
around one such simply connected inaccessible region �a
plaquette� can be calculated by first breaking the loop into
four parts as indicated. For each part, the phase change as-
sociated with destroying a particle at a site and creating it in
a neighboring site is given by Eq. �6�. This phase is identical
to that associated with the hopping term in the Hamiltonian
�Eq. �5��. The relationship between the angular velocity �
and � is obtained by summing the contributions and is given
by

� =
md2

��
� =

�

2
���

ER
	 . �13�

Henceforth, we will use � to characterize the rotation fre-
quency instead of the angular velocity � in order to maintain
the connection with quantum Hall literature. For large �, in
the absence of a lattice, the vortex density is given by nv
=m� /�� �28� and � would describe the number of vortices
contained in a cell of area d2.
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FIG. 1. Overlap integrals A1 and A2 as a function of lattice depth
for a standing-wave optical lattice described by V�lat��x�
=V0�sin2��x /d�+sin2��y /d��. The lattice depth is given in units of
the recoil energy ER=�2�2 /2md2. A1 and A2 are in units of d2. In
the tight-binding regime �V0 /ER5�, A1�−0.273 exp�−V0

0.656� and
A2�0.368 exp�−V0

0.337�.
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C. Single-particle energy spectra

Having derived the Hamiltonian, a useful cross-check is
the comparison of the single-particle energy spectrum with
that for a Bloch electron in the presence of a magnetic field.
The energy spectrum for a single particle in a 40	40 lattice
is plotted as a function of � in Fig. 3. The energy contribu-
tion due to the centrifugal force is eliminated by setting the
trapping frequency equal to the angular velocity ��=��.
This is identical to the condition necessary to reach the
highly degenerate lowest Landau level �LLL� for the same
problem in the absence of a lattice. Applying the LLL con-
dition in the lattice context has two consequences for the
energy spectrum: first, the spectrum becomes periodic as a
function of � with a periodicity ��=1 and, second, the spec-
trum is symmetric about �=0.5 and takes on the shape of the
Hofstadter butterfly—originally used to describe the energy

spectra for an electron in a periodic potential in the presence
of a magnetic field �29�. For ���, both the symmetry of the
energy spectra about �=0.5 and the periodicity are disrupted
as the entire spectrum shifts up or down as a function of
��2−�2�. As shown by Analytis et al. �30�, the fractal nature
of the spectra becomes increasingly well defined as the size
of the lattice under consideration grows.

The grayscale in Fig. 3 describes the density of states and
the finite nature of the lattice manifests itself in the sparse
energy levels between bands. For ��1, the lowest bands are
linearly proportional to �, leading one to draw comparisons
to the Landau energy spectra for a single particle in a 2D
harmonic oscillator. The Landau energy levels are given by
En= �n+1/2���c where n is an integer and �c is the cyclo-
tron frequency. For small � in the spectra shown in Fig. 3,
the slopes �ratios of band energy to �� are not similarly pro-
portional to the band index: e.g., for the five lowest bands,
the slopes are � 6, 17, 27, 35, and 43.

III. KUBO LINEAR RESPONSE

The Hall effect describes the longitudinal and transverse
transport responses of a two-dimensional electron gas in the
presence of a magnetic field to an applied electric potential
gradient. The mapping between magnetic flux density for the
2D electron problem and angular velocity for a rotating gas
is valid when the latter problem is formulated in rotating-
frame coordinates. Accordingly, a potential gradient is intro-
duced in the rotating frame by linearly modifying the lattice
on-site energy along the direction of the tilt. This section is
divided into two parts. The first part lays out two quantities
useful for studying particle transport in this system: the in-
tersite current operator and on-site density. The second part
briefly sketches a derivation of the Kubo formula used to
study the linear response of this system.

A. Current and density operators

The single-particle current in the rotating frame, equiva-
lent to the Nöther current associated with local phase
changes of the wave function, is obtained by using the mass
continuity equation for an infinitesimal volume. The current
operator is then realized by quantizing the field and is given
by

ĴR�x� =
1

2m
��̂†�x���

i
� − mA�x�	�̂�x�

+ ���

i
� − mA�x�	�̂�x��†

�̂�x�� . �14�

The connection to the current operator for the stationary lat-

tice is made by using the transformation �̂�x�= P�̂S�x�P−1,
where

P 
 exp�− i
m

�
�

x0

x

A�x�� · dx�	 . �15�

Substituting for �̂�x� in Eq. �14� yields

FIG. 2. �Color online� Schematic for a particle going around a
plaquette in a square lattice. Regions shaded dark correspond to
lattice sites, and the light regions indicate peaks in the lattice po-
tential. In the tight-binding regime, the particle can tunnel through
the dark regions connecting sites. Using Eq. �6�, it can be shown
that the particle picks up a phase of 2��=2md2� /� as it returns to
its original position as marked by the solid circle. If the path of the
particle encloses P plaquettes, then the phase picked up is 2��P.
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FIG. 3. Single-particle energy spectra as a function of the res-
caled angular velocity � for a 40	40 lattice. Darker shading indi-
cates a greater density of states. The origin of the y axis has been
shifted to coincide with the on-site energy.
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ĴS�x� =
�

mi
Im��̂S

†�x���̂S�x�� �16�

=P�ĴR�x� + A�x��̂†�x��̂�x��P−1, �17�

where the second term in Eq. �17� is needed for conservation
of current �31�. We obtain the current from site i into site j
by integrating the Nöther current �Eq. �14�� across the
boundary between the two sites,

Ĵij �
��

im
�âi

†âje
i
ij − âj

†âie
−i
ij� , �18�

where

� 
 �
−d/2

d/2

dy WS
*�y�WS�y��WS�x −

d

2
	�xWS�x +

d

2
	�

x=0
.

�19�

For a lattice depth of V0=10ER, ��0.094d2.
The on-site density operator for a unit cell i �Fig. 5� is

�̂i � B1âi
†âi + B2�

i,j�
�âi

†âje

ij + H.c.� , �20�

where B1 and B2 are dimensionless overlaps within a unit
cell for Wannier functions centered on the same site and
adjacent sites, respectively. For our calculations well in the
tight-binding regime, V0=10ER, B1�0.9969, and B2
�1.6591	10−5.

B. Kubo formula

Consider the lattice system sketched in Fig. 4. The optical
lattice is corotating with the condensate about the z axis with
angular velocity �. The harmonic trap �not shown� fre-
quency is adjusted to �=� such that the centrifugal force is

canceled. The perturbation is introduced by tilting the lattice
along the x axis in the rotating frame and is modulated by a
frequency � to induce sloshing. An ac perturbation is
switched on at time �=0. A common mathematical trick to
simultaneously extract both quadrature components of the
linear response of the system is to use a complex perturba-
tion. In this case, the sine and cosine �phase-shifted� compo-

nents of V̂ will go through and recombine to give a exp�i���
factor in the final result. Accordingly, the perturbation is
written as

V̂��� = A����ei��X̂ = A����ei���
j

xjn̂j , �21�

where A is the strength of the perturbation, xi is the x coor-
dinate of site i, and ���� is the Heaviside function. The
effect of the implicit infinite boundaries is mitigated by mak-
ing the time scales associated with the sloshing small com-
pared to that associated with hopping from one site to the
next—i.e., ��� t. A brief sketch of the derivation for the

change in the expectation value of an observable Ŷ due to the
perturbation follows �see Refs. �32,33� for detailed discus-
sions�.

The density matrix in the interaction picture �̂I��� can be
broken into a time-independent part and the change ��̂I���
due to the perturbation,

�̂I��� = �̂0 + ��̂I��� , �22�

where the superscript I marks quantities in the interaction
picture. The time-independent part �̂0 corresponds to the
density matrix for the unperturbed system. Retaining the
first-order terms in the Liouville equation of motion for the
density matrix provides an expression for the second term in
Eq. �22�,

��̂I��� = −
i

�
�

−�

�

e−���−����V̂I����, �̂0�d��. �23�

Here � is used to fix the boundary conditions and we take the
limit �→0+ at the end of the calculation. The expectation

value of Ŷ is

Ŷ���� = Tr�Ŷ����̂���� = Tr�ŶI����̂I���� . �24�

The expectation value of the response to the perturbation is

�Ŷ���� = Tr�ŶI�����̂I���� . �25�

At low temperatures, the only contribution to the trace comes
from the ground state—i.e., �̂0���0��0�. The final expres-
sion for the expectation value of the response is obtained
using this approximation and substituting for ��̂I��� �Eq.
�23��,

�Ŷ���� =
Aei��

�
�
n�0

��0�Ŷ��n��n�X̂��0�
e−i��n−�o+���−�� − 1

��n − �o + �� − i�
�

+ �0�X̂��n��n�Ŷ��0�� ei��n−�o−���−�� − 1

��n − �o − �� − i�
� , �26�

where ��n� are energy eigenstates. The frequency-dependent

FIG. 4. �Color online� Scheme for creating a perturbative linear
gradient potential in the system. The lattice potential is tilted by an
angle � along the x direction. The 2D trapping potential is canceled
out by the centrifugal force at �=� and has not been shown. In
order to reduce the effect of the implicit infinite boundary potential
walls in our calculations, we consider an ac perturbation where the
tilt angle is modulated by a frequency �=d� /d�.
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exponents in the numerators arise from the Fourier transform

of the Heaviside function. Note that n�0—i.e., �0 � X̂ ��0�
=0—because the unperturbed ground state is symmetric

about the y axis while X̂ is not. For the purposes of this
paper, the linear response �Eq. �26�� is evaluated long after
the perturbation is switched on ��→ � �, damping effects are
ignored ��→0+ �, and the prefactor exp�i��� is excluded
from results shown.

IV. SINGLE-PARTICLE RESPONSE

This section presents numerical results for the linear
transport response of a single particle in a rotating 40	40
lattice. The system is subjected to a perturbation modulated
at frequency �=ER /�. The linear response is characterized in
terms of the change in end currents and the sample-averaged
resistivity.

The ideal way to study the current and voltage character-
istics of the system would be to connect it to reservoirs and
compute currents between the system and reservoirs, as is
done in studying open quantum systems. However, this ap-
proach becomes numerically intractable for systems of size
�4–6 sites �34�. For an isolated system, proxies for the in
and out current response of the system are the end currents—
the current response of the system very close to the bound-
aries of the system. Note that this is true only for a linear
response study. The operators for the end currents are ob-
tained by summing current operators across end links as
shown in Fig. 5. End currents along each direction are added
on either side of the lattice in order to capture only additional
currents due to the perturbation. The underlying currents and
circulation of the system due to the rotation have been de-
scribed elsewhere �35�.

The expectation values for the end currents along the lon-
gitudinal and transverse directions are plotted as a function
of the winding rate � �Eq. �13�� in Fig. 6. The longitudinal

end current displays well-defined peaks at fractional values
of �. At these fractional values of �= p /q �where p and q are
integers�, the energy spectra �Fig. 3� breaks up into exactly q
bands �29�. For low perturbation frequencies ���� t�, the
denominator in Eq. �26� is very small for nearly degenerate
states within the same band and the linear response is, in
general, large. The system described in this paper has im-
plicit infinite potential walls and the perturbation frequency
is far off resonance ���=ER�50t� in order to eliminate
Bloch oscillations. Therefore, the denominator in Eq. �26�
does not become resonant for any value of �. The peaks
appear due to larger off-diagonal current matrix elements at
fractional values of � and are small due to their nonresonant
character. For high frequencies, the height of the peaks goes
as 1/�.

The plot of the transverse current �Fig. 6�b�� displays
peaks and dips at the same values of �. The transverse end
current is antisymmetric about �=0.5. To understand this,
consider a value of �=1−�. The corresponding angular ve-
locity is �= ��� /Md2��1−�� �Eq. �13��. The phase picked
up by a particle going around a plaquette is 2��= �2�
−2���
−2�� �Fig. 2�. The latter phase winding can
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FIG. 6. Expectation value of end currents, �a� Ĵx
E� �along the x

direction� and �b� Ĵy
E� �along the y direction�, as a function of � for

a single particle in a 40	40 lattice subject to a linear ramp pertur-
bation of amplitude A modulated with a frequency �=ER /�.
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FIG. 7. �a� Diagonal and �b� transverse resistivity �Eq. �28�� as a
function of angular velocity for a single particle in a 40	40 lattice
subject to a linear-ramp perturbation of amplitude E modulated with
a frequency �=ER /�. The shape of the diagonal resistivity plot
resembles the cross section of the Mott Insulator lobe at � /U
=0.5 as seen in Ref. �16�.

FIG. 5. �Color online� Top view schematic depicting end cur-
rents for a 8	8 lattice. The arrows crossing the solid lines mark the

longitudinal end currents Ĵx
E� while the arrows crossing the dashed

lines indicate the transverse end currents Ĵy
E�. The lattice is tilted to

the right.
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equivalently be created by rotation in the opposite direction
with angular velocity �=−��� /Md2�� for which the Corio-
lis force ��v	�� is in the opposite direction.

As the size of the lattice under consideration gets larger,
the peak structure in Fig. 6 becomes more well defined in
two ways. First, the peaks become narrower as they get cen-
tered closer to exact fractional values of �, and second, more
peaks appear at other fractional values of �. Both of these

effects correspond to better resolution of the fractal nature of
the energy spectra with larger lattice size. The height of the
peaks, however, decreases exponentially with lattice size.
For example, consider the current plotted in Fig. 6. The
height of the central peak goes as �1.7 exp�−0.6L� where L
is the number of sites along a side of the lattice.

A spatial average of the current response across the sys-
tem smoothens out the peaks in Fig. 6. The conductivity
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FIG. 8. �Color online� Unper-
turbed ground-state site number-
density distributions for a single
particle in a 40	40 lattice for �a�
�=1/4, �b� �=1/3, �c� �=2/5,
�d� �=1/2, �e� �=3/5, �f� �
=2/3, �g� �=� /11, and �h� �=1.
For simple fractions such as �
=1/4 �a� or �=1/3 �b�, the site
number-density distribution has
peaks separated by four and three
sites, respectively. For a fractional
value such as �=2/5 �c�, the
number distribution has periodi-
cally arranged rings with centers
separated by five sites �Fig. 8�c��.
The density distributions for any
value of � are the same as those
for 1−� �compare �b� and �f� or
�c� and �e��. For nonrational
values—e.g., �=� /11 �g�—the
periodicity is complicated, if not
destroyed. The color scheme can
be read off �h� where the number
density increases towards the cen-
ter of the lattice. The centered 2D
Gaussian-like envelope seen in all
subplots is due to 2D-box infinite-
wall conditions.
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tensor describes the response of the sample averaged current.
If the perturbation is along the x direction, the conductivity
tensor elements are

�x� =
�Ĵ��

A
, �27�

where �Ĵ� indicates the linear response of the sample-
averaged current along the � direction �i.e., the total re-
sponse of all current operators for links along the � direc-
tion�. The resistivity tensor elements are derived from the
conductivity tensor using

�x� =
�x�

�xx
2 + �xy

2 . �28�

The sample-averaged longitudinal and transverse resistivities
are shown as a function of � in Fig. 7. The plot of the
longitudinal resistivity has dips at all fractional values of �,
though the dips are now seen only around prominent frac-
tions such as �=1/2 ,1 /3 ,2 /3 , . . . . These fractions are the
most common in the sense that for a given range of integers,
these fractions can be constructed in the most number of
ways. The plot of the transverse resistivity shows plateaus at
values of � corresponding to these dips. Both features are
signatures of the FQHE seen in a 2D electron gas. This ap-
pearance of a many-particle effect in a single-particle system
is intriguing. A tentative explanation is given by considering
the effect of the optical lattice. In a 2D electron gas, the
combined effect of the magnetic field and the Coulombic
interaction is to arrange the electrons into a lattice. For a
filling factor of 1, the electrons fill the lowest Landau level,
forming a hexagonal lattice in the nearest-neighbor approxi-
mation. The lattice spacing is 2�� /3lB, where lB
�� /eB�

is the magnetic length determined by a magnetic field B�

�12�. In addition, the two-dimensional geometry in which
electrons cannot cross each other leads to a change in phase
equal to 2�� each time one electron circles another. These
effects are reproduced when a lattice is introduced in such a
way that the particle picks up a phase of 2�� going around
a plaquette �Fig. 2�. In Fig.8, square periodic density struc-

tures are seen for the single-particle case at certain values of
� where the expectation value of the ground-state site num-
ber density for the unperturbed system has been defined as
n̂i�= âi

†âi�. At values of �= p /q ��p ,q�� integers� corre-
sponding to dips in the longitudinal resistivity, n̂i� has a
periodicity q=�� /md2�. This stems from the periodicity
due to the hopping term in the Hamiltonian �Eq. �2�� �see
also Refs. �14–16��. Bragg scattering is a promising probe
for such structures �13�. Note that the periodicity goes as
1/� and not as 1 /�� as might be expected by direct com-
parison with the electron gas system.

As discussed in Ref. �14�, for ��1 in an infinite system,
the length scale of the wave functions is much larger than the
lattice spacing, and in this continuum limit, the ground state
of the system is one-half the Laughlin state. In addition, the
site number-density distributions for � and 1−� are identical
�e.g., Figs. 8�b� and 8�f��. Therefore, the number-density dis-
tribution for �=1 is the same as that for �=0 and corre-
sponds to a system without rotation or lattice. The concen-
tration of particles at the center �Fig. 8�h�� is due to the
2D-infinite-box potential.

V. MANY-PARTICLE RESPONSE

The introduction of more hard-core bosons to the two-
dimensional system described earlier adds an additional de-
gree of freedom to the problem. In the single-particle system,
circling a plaquette added a phase of 2��. This is still true in
the many-particle system but there is an additional phase
when two particles are exchanged �36�—i.e., ��x1 ,x2�
=exp�i2������x2 ,x1�, where �� is a dimensionless winding
rate similar to �. This substantially complicates the problem.
This section extends the earlier analysis to many-particle
systems using numerical results for small systems.

The energy spectrum for two hard-core bosons in a 8
	8 lattice is plotted in Fig. 9. The overall butterfly outline
seen in Fig. 3 is preserved. For N particles, the total energy
bandwidth, defined by the maximum energy difference at �
=0, is �Emax=8tN. The gray shading describes the density of
states which is marked by degeneracy at energy E=0. It is
difficult to delineate a band structure due to finite lattice size.
However, at the most distinct regions ���0.5�, there appear
to be three bands as opposed to two seen in Fig. 3. Diago-
nalization of larger many-particle systems quickly becomes
intractable due to the exponential scaling of the Hilbert space
dimension with particle number.

A useful tool for understanding the structure of a many-
body state is the long-range order, which, for a lattice sys-
tem, can be defined by

gij
�2��xi − x j� =

âj
†âi

†âiâj�
âj

†âj�âi
†âi�

. �29�

The hard-core nature �U→ � � of the particles manifests it-
self as an anticorrelation envelope in the ground state seen
most clearly for �=0 �Fig. 10�a��. The periodicity in the
Hamiltonian for rational � discussed earlier is seen in the
long-range order of the ground state plotted for �=1/2 and
�=1/3 �Figs. 10�c� and 10�e��. The Fourier transforms of the
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FIG. 9. Energy spectrum for two particles in a 8	8 lattice. The
gray shading marks the density of states on a logarithmic scale. The
trapping frequency � is set equal to the angular velocity �. See Fig.
5 in Ref. �30� for the single-particle spectra for a similarly sized
lattice.
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long-range order �Figs. 10�d� and 10�f�� show peaks at q
=1/2d and q=1/3d corresponding to periodicities of two
and three lattice sites, respectively. Interestingly, every sec-
ond site is correlated for �=1/2 while every third site is
anticorrelated for �=1/3.

The features of the end current response �Fig. 5� as a
function of � for two particles in a 8	8 lattice are altered
considerably due to finite-size effects �Fig. 11�. The longitu-
dinal �Jx

E�� and transverse �Jy
E�� end currents display similar

features close to �=1/2 ,1 /3 ,2 /3 ,1 /4 ,3 /4 , . . . though the

transverse end currents are antisymmetric about �=0.5. Both
single-particle and two-particle end current responses are
similar with a few additional peaks in the latter. In the single-
particle analysis, the first distinct peaks ��=1/2 ,1 /3 ,2 /3�
start emerging for lattice sizes �10	10, a size just beyond
our linear response numerical methods �which require all ex-
cited states� for two particles.

The resistivity �Eq. �20�� scaled by the number of par-
ticles as a function of � is plotted in Fig. 12. In the low-
filling limit �particles/site �0.1�, the effect of the interaction
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FIG. 10. Ground-state-long-range order �Eq.
�29�� in position �x� and quasimomentum space
�q� for two particles in a 16	16 lattice. The
ground states are calculated for �=0 ��a� and
�b��, �=1/2 ��c� and �d��, and �=1/3 ��e� and
�f��. One of the two points xi is fixed close to the
center of rotation while the other point x j is
moved from end to the other parallel to one of the
edges of the lattice. The asymmetry in �a�,�c�, and
�e� is due to xi being closer to one of the infinite
walls. Note that the size of the lattice under con-
sideration is greater than 8	8. This is possible
here because only the ground state is needed
while all eigenstates are required for the other
calculations in this section.
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FIG. 12. Transverse and diagonal resistivity scaled by the num-
ber of particles n as a function of � for one �dashed lines� and two
�solid lines� particles in a 8	8 lattice. In the low-filling �particles
per lattice site� limit, the effect of the interaction is to decrease the
conductivity per particle. The perturbation is modulated at a fre-
quency �=ER /�.
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between particles is to enhance the scaled resistivity or,
equivalently, lower the sample-averaged conductivity per
particle. This is consistent with earlier findings �35�, where
increasing the interaction reduced the current per particle.
The two-particle resistivity also shows weak dips �inflec-
tions� in the longitudinal �transverse� resistivity at fractional
values of �. Note that this calculation is in the very dilute
limit, where the physics is largely dominated by single-
particle effects.

One feature of the Hall effect is the breaking of number-
density symmetry along the y axis despite the perturbation
being along the x axis. This leads to charge buildup and
eventually creates a stopping Hall potential. The number-
density asymmetry can be quantified by the difference in the
number of particles on each half, where the lattice is divided
in two along the direction of the perturbation. This quantity
�� �=��̂y�0�− ��̂y�0�� is plotted as a function of � for four
particles in a 4	4 lattice in Fig. 13. The effect of the inter-
action on �� is examined by comparing the weak �U=0� and
strong �U= � � interaction limits. In the strongly interacting
regime, the redistribution �as quantified by ��� due to the
Coriolis force is three orders of magnitude greater than that
in the noninteracting limit. The change in the direction of
particle pileup at �=0.5 marks the change in the direction of
the Coriolis force. Since the particles are charge neutral in
this system, the retarding potential along the transverse di-
rection is created by a strong repulsive interaction between
particles.

VI. CONCLUSION

This paper considers bosons in a rotating optical lattice
that have a Hamiltonian similar to that for Bloch electrons in
a magnetic field. The Hall effect in this system is probed
using linear response theory. The single-particle case exhibits
fractional quantum Hall features. The density redistribution
in small, strongly correlated many-particle systems shows
the equivalent of the classical effect and the mapping be-
tween the Coriolis and Lorentz forces. However, larger
many-particle systems need to be considered to find the
FQHE as described by dips �plateaus� in the diagonal �trans-
verse� elements of the conductivity tensor as a function of �.
Tilting the rotating optical lattice in experiments such as �11�
opens up the possibility to study the effects of the Coriolis
force. The weakly interacting system obtained by Tung et al.
�11� obtains a stacked set of identical two-dimensional lay-
ers. If the layers are stacked along the z axis and the lattice is
tilted along the x axis, the effect of the Coriolis force would
be to break the twofold symmetry in the density distribution
along the y axis. An ac field gradient could be created by
oscillating any of the mirrors for the lasers used to create the
2D lattice in the setup described in Ref. �11�. Alternatively, a
perturbing potential can be created via the ac Stark shift by
adding an off-center Gaussian optical field with the appropri-

ate dynamics. An observable to characterize this is obtained
by imaging the density distribution along the z axis and
evaluating ��, the change in density induced by the pertur-
bation. For the case of uncharged particles, the signature for
the current response is more subtle. In a recent paper, the
detection of quasiangular momentum states of the unper-
turbed system has been discussed using time-of-flight images
�37�. We have found theoretically that the current response to
the perturbation can be seen clearly in the residuals obtained
by rotating the time-of-flight image by 90° and subtracting
from the original. This reveals the x-y asymmetry. The
strongly interacting limit can be achieved by tuning the two-
body scattering length using a Feshbach resonance. In this
limit, the ground state can be examined via Bragg scattering.
Future work will focus on extending results obtained here to
larger systems by improving the treatment of boundary con-
ditions. This will be done using a combination of periodic
boundary conditions and blocking the lattice into “super-
cells.”
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