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Electron detachment from negative ions by few-cycle laser pulses is considered. The results of a full
numerical solution of the time-dependent Schrödinger equation are compared to those from several analytic
approaches. A nonmonotonic dependence of the detachment probability on the pulse duration at small field
amplitudes ��1 a.u.� is observed and explained. In addition, momentum distributions of detached electrons are
presented and analyzed.
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I. INTRODUCTION

A decade has passed since the first experimental genera-
tion of few-cycle pulses in the near infrared �for a review, see
�1��. Recently the techniques for experimental generation of
such pulses have advanced and the electric field temporal
shape can be controlled and known in full detail �2�. The first
experiments with few-cycle pulses were concerned with the
experimental proof of the influence of the relative phase of
envelope and carrier �3� and this has been the subject of
many other studies �for a recent review, see �4��. However, in
this paper we will not consider carrier-envelope effects,
rather we concentrate on the description of the nonmono-
tonic dependence of the ionization probability as a function
of pulse duration, which has been observed in numerical
studies �5–7�. We show that the origin of such behavior is the
same as the “zigzag” dependence of the probability of de-
tachment �ionization� reported in a previous paper �8� on
half-cycle ionization of atomic systems. In contrast to the
previous work, here few-cycle pulses are analyzed instead of
half-cycle ones, the strong-field approximation �9,10� is used
as an additional analytic tool and momentum distributions of
detached electrons are presented and analyzed.

This paper is organized as follows. In the next section we
present the problem and the numerical procedure used for its
solution. In the third section the analytic approaches to be
used in the analysis are introduced. These are first-order
perturbation theory �FPA�, the strong-field approximation
�SFA�, and the theory of the tunneling processes. Results for
the total detachment probability as a function of pulse dura-
tion are presented and discussed in Sec. IV. In Sec. V we deal
with the momentum distribution of detached electrons.
Atomic units �e=�=me=1� are used throughout.

II. THE PROBLEM AND ITS NUMERICAL SOLUTION

The detachment of the outer electron from negative ions
by a linearly polarized laser field is described in dipole ap-
proximation by the time-dependent Schrödinger equation

i
���r,t�

�t
= �−

1

2
� + V�r� + F�t� · r���r,t� , �1�

where F�t� is the electric field of the laser and we have used
a single-active-electron model of the negative ion. The cor-

responding one-electron initial state is an eigenstate of the
Hamiltonian in Eq. �1� with V being the three-dimensional
zero-range potential �ZRP�

V�r� =
2�

�
��r�

�

�r
r . �2�

The ZRP potential �11� is much used in atomic physics, par-
ticularly for multiphoton detachment of electrons from nega-
tive ions �for a review, see �12��. Such a potential supports
only one bound state with energy E0=−�2 /2 whose normal-
ized wave function is

�0�r� = � �

2�
�1/2e−�r

r
, �3�

and the continuum wave functions corresponding to momen-
tum p are

�p�r� = �2��−3/2�eip·r −
1

� + ip

eipr

r
� . �4�

For the sake of definiteness, the electric field of the laser
is assumed to have a Gaussian envelope

F�t� = F0 sin�n�t

2�
�e−�t/��2

. �5�

In the above equation � is the pulse duration and n is the
number of cycles of the field. In this study we present nu-
merical solutions for pulses with n	2.

The use of the ZRP admits a scaling of Eq. �1�, by intro-
ducing the transformations t�→�2t, r�→�r. As a result of
these transformations, the magnitude of the electric field of
the pulse scales as F�=F /�3 and the pulse duration scales as
��=�2�, while the energy of the bound state remains fixed at
E0�=−1/2. The scaled equation reads

i
���r�,t��

�t�
= �−

1

2
�r� + 2���r��

�

�r�
r� + F��t�� · r����r�,t�� .

�6�

In the following, the scaled equation is used and the primes
are omitted.*darko@physik.uni-freiburg.de
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The transformation of the time-dependent Schrödinger
equation �6� to yield an integral equation suitable for numeri-
cal calculation proceeds exactly as in Ref. �8�. Nevertheless,
for the sake of completeness, we summarize the procedure
here.

First, Eq. �6� is rewritten �13� in the form of a Lippmann-
Schwinger equation

��r,t� = �
−


t

dt�� d3r�G�r,t;r�,t��V�r����r�,t�� , �7�

where

G�r,t;r�,t�� = G0�r − r�,t − t��e−iM�t,t��e−iR�r,t;r�,t�� �8�

is the Volkov’s Green function and

G0�r − r�,t − t�� = − i��t − t��
ei��r − r��2/2�t−t���

�2�i�t − t���3/2 �9�

is the Green function of the free particle. The functions M
and R are defined as

M�t,t�� =
1

2��t�

t

dt�A2�t�� −
1

t − t���t�

t

dt�A�t���2	 ,

�10�

R�r,t;r�,t�� = − �A�t� · r − A�t�� · r� −
r − r�

t − t�
�

t�

t

dt�A�t��� .

In the above equations ��t� is the Heaviside step function and
A=−
−


t dt�F�t�� is the vector potential.
Second, by defining the function

R�t� = − �2��1/2e−it/2 lim
r→0

�

�r
r��r,t� , �11�

and using the special properties of the ZRP potential, Eq. �7�
for the wave function ��r� is reduced to the following one-
dimensional integral equation �13�:

R�t� = − �2�i�−1/2�
0


 dt�

t�3/2 �e−iM�t,t−t��e−it�/2R�t − t�� − R�t�� .

�12�

Having solved Eq. �12� one is able to reconstruct the wave
function from R�t� by performing the integration

��r,t� = �2��−1i−1/2�
0


 dt�

t�3/2eir2/2t�ei�t−t��/2e−iM�t,t−t��e−iR�r,t,0,t−t��R�t − t�� . �13�

When R�t� is calculated, one can obtain the detachment prob-
ability by generating the wave function using Eq. �13�, pro-
jecting it onto the continuum wave functions, and finally,
integrating over final state momenta. Alternatively, one can
obtain the detachment probability directly from R�t� as

P = 1 − lim
t→


�R�t��2. �14�

A formal proof of the above equation is given in Appendix
A.

Generally the method of obtaining the detachment prob-
ability directly from R�t� is faster. However, for small total
detachment probability �usually smaller than 10−6� it is im-
precise, since the errors from the solution of the integral
equation become of the same order as 1−R�t�. In such cases
the �slower� method of reconstruction of the total wave func-
tion ��r , t� should be used. The details of the numerical pro-
cedure for the solution of the integral equation in R�t� of Eq.
�12� and the numerical reconstruction of ��r , t� from R�t� are
given in �14�.

III. ANALYTIC METHODS

In this section we present the analytic tools used. In the
case of weak fields and short pulse duration we use first-

order time-dependent perturbation theory �FPA�. In the limit
of large pulse duration � an expression for the tunneling
probability is used. In addition to the above approximations,
valid in the special cases of short and long pulses, respec-
tively, we use the strong-field approximation �SFA� �9,10�
for all pulse durations and amplitudes and compare the re-
sults of the three approaches.

A. First-order perturbation theory

In first-order time-dependent perturbation theory the tran-
sition amplitude from the bound state �0 to the continuum
state �p with momentum p is

aper�p� = − i��p�z��0�
−





F�t�exp�i
�p2 + �2�t

2
	dt , �15�

where, using the continuum wave function from Eq. �4� one
obtains

��p�z��0 =
2��p cos �

���2 + p2�2 , �16�

with � the angle between p and F. Then the total detachment
probability is obtained as

Pper =� �aper�p��2d3p . �17�
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B. Adiabatic approximation: Tunneling

In the adiabatic limit �→
, the process of detachment is
dominated by the tunneling mechanism. It has been shown
that the expression for the tunneling probability is in fact the
zeroth-order adiabatic result �15�, that is, the probability of
detachment can be written as

Ptun = 1 − exp�2 Im �
−


+


E„F�t�…dt�
= 1 − exp�− �

−


+


�„F�t�…dt� . �18�

In the above equation E is the complex-valued energy ob-
tained as a solution of the stationary problem of an electron
in a ZRP potential plus constant electric field in the quasis-
tationary state approach �16–18�. In the limit F→0, the qua-
sistationary state goes over into the bound state of the ZRP
�3� and the energy E goes over into the bound state energy
E0. This complex energy can be written as

E�F� = E0 + �E�F� − i
��F�

2
, �19�

where E0 is the bound state eigenenergy in the absence of the
electric field, �E is the Stark shift of the energy level, and �
is its width. To calculate the tunneling probability �18� this
width of the bound state is needed. In the case of weak fields,
a simple analytic expression is available �19� as follows:

��F� =
F

2�
exp�−

2�3

3F
� . �20�

In cases when the field is not weak, one has to solve the
eigenvalue equation numerically in the quasistationary state
approach to obtain ��F�. This procedure results in the fol-
lowing transcendental equation �20�:

�a�bAi�b�Ci�b� − Ai��b�Ci��b�� = � , �21�

where

Ci�b� = Bi�b� + iAi�b� , �22�

and Ai and Bi are two independent solutions of the Airy
equation, with a= �2F�1/3 and b=−2E�F� /a2. By solving nu-
merically Eq. �21� the complex function E�F� is obtained.
The expression for ��F� of Eq. �20� can be obtained as the
asymptotic solution of the transcendental Eq. �21� in the
limit F→0. For weak fields the expression �20� and the nu-
merical solution of Eq. �21� give the same result. For all
other field strengths ��F� of Eq. �20� is larger than the nu-
merically calculated ��F� from Eq. �21�. Therefore, when
substituted in the equation for the tunneling probability �18�,
��F� of Eq. �20� will overestimate the detachment probabil-
ity for these field strengths.

C. Strong-field approximation

The Keldysh approach or the strong-field approximation
�SFA� was originally developed for laser fields consisting of
an infinite number of cycles �9,10�. In the last decade this

approach has been used to analyze ionization of atomic sys-
tems by few-cycle laser pulses �see, for example �4�, and
references therein�. The transition amplitude from the ground
state to the continuum state of momentum p in the formalism
of SFA is

aSFA�p� = − i�
−





dt�p + A�t� − A�
��F�t� · r��0exp�iS�t�� ,

�23�

where

�p + A�t� − A�
��r =
1

�2��3/2 exp�− i�p + A�t� − A�
�� · r�

�24�

is a plane wave and A�t�=−
−

t dt�F�t�� is the vector poten-

tial of the laser field. The phase S�t� that appears in Eq. �23�
is given by

S�t� = − �
−


t

dt��Ei − Ef�t��� , �25�

where Ei is the energy of the initial state and Ef is the instan-
taneous energy of the final state, given by

Ei = E0 = −
�2

2
, �26�

and

Ef�t�� =
1

2
�p + A�t�� − A�
��2. �27�

The appearance of the final vector potential A�
� in Eq. �23�
enables one to include in the analysis the cases of nonzero
value of the vector potential at the end of the pulse �21�.
Namely, with the correction A�
�, the Volkov state goes over
into the usual plane wave when the interaction with the field
is over �i.e., for t→
�, as should be.

For all pulse amplitudes F0 and pulse durations � the tran-
sition amplitude in SFA �23� can be calculated numerically.
In the case of large pulse duration, the phase S�t� becomes
large and it is possible to perform the integral in Eq. �23�
analytically using the modification of the saddle-point
method proposed in Ref. �22�. We have checked that the
analytical integration and numerical calculation of the tran-
sition amplitude �23� in the case of large � yield the same
result.

The transition amplitude of Eq. �23� differs from the usual
time-dependent perturbation theory in that Volkov states are
taken as final states rather than undistorted plane waves �9�.
Therefore one expects that such an approach will, in general,
be valid only in cases where the initial state is not depleted
appreciably. On the other hand, in the adiabatic limit �→
,
the Volkov final state plays the role of the approximate adia-
batic final state and exp�−iS�t�� of Eq. �23� is the correct
adiabatic exponent �16�. In general, the influence of the
atomic potential in SFA is taken into account only through
the dipole matrix element from the initial state to the con-
tinuum. That is, once the electron reaches the continuum it is
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treated as a free particle, which moves in the electric field of
the laser. This makes the case of the ZRP ideal for the appli-
cation of the SFA, since the influence of this potential on the
free particle can be neglected to very good approximation.
This is in contrast to the case of, e.g., a Coulomb potential
with its infinite range, which influences the dynamics of the
laser-driven electron in the continuum.

IV. TOTAL DETACHMENT PROBABILITY

Results of numerical calculations for the total detachment
probability for a one-cycle pulse �the pulse from Eq. �5� with
n=1� as a function of pulse duration � are given in Fig. 1�a�.
The various curves correspond to different pulse amplitudes
F0 /�3. Essentially the behavior of the detachment probabil-
ity is very similar to the case of half-cycle ionization re-
ported in Ref. �8�.

Before we proceed with the analysis using the scaled units
of field strength F0�=F0 /�3 and pulse duration ��=�2�, it is
useful to get some idea about the actual numbers by consid-
ering the example of the negative ion of hydrogen H−. The
binding energy of H− is 0.754 eV ��E0�=2.7710−2 a.u.� and
therefore the scaling parameter �=�2�E0�=0.235. In this
case a scaled field strength of, for example, F0�=0.1 corre-
sponds to a field strength of F0=1.310−3 a.u. �equivalent
peak laser intensity of 5.931010 W/cm2� and a scaled
pulse duration of ��=1 corresponds to a pulse duration of
�=18 a.u. �0.435 fs�.

For strong fields the detachment probability increases
monotonically with the pulse duration at constant pulse am-
plitude, an intuitive result. However, for weak fields �F0�
=F0 /�3�1� after the initial rise for very short pulses, the
detachment probability exhibits a maximum and decreases
before it restores the monotonic rise for large pulse dura-
tions. This behavior of the detachment probability as a func-
tion of pulse duration arises, as we will see below, from a
transition between the perturbative and the tunneling re-
gimes.

The case of one cycle is not special. The same behavior
persists when one changes the number of cycles. As an ex-

ample, the one-cycle and two-cycle cases are compared in
Fig. 1. There is hardly any qualitative difference in the be-
havior of the curves. On the same figure various approxima-
tions, defined in Sec. III, are compared to the numerical re-
sults.

In the case of short pulses, the numerical results can be
reproduced within the FPA of Eqs. �15�–�17� up to ��=�2�
�3. For smaller pulse amplitudes, the FPA agrees with the
numerical results up to larger pulse durations. With an in-
crease of the pulse amplitude the agreement of FPA and nu-
merical results breaks down at smaller and smaller pulse du-
rations. The maximum in the numerical results for weak
fields is reproduced nicely within the FPA and is independent
of pulse amplitude. In the case of a one-cycle pulse the maxi-
mum is at �2��2.84 and for the two-cycle case the maxi-
mum is positioned at �2��4.41 �see Fig. 2 as well�. As the
number of cycles increases the maximum moves in the di-
rection of higher �’s. In the case of strong fields the FPA
breaks down before its maximum and the numerical results
rise monotonically as a function of the pulse duration.

In the opposite �adiabatic� limit of pulses with large � the
tunneling mechanism dominates. However, in contrast to the
case of a half-cycle pulse, the expression �18� is not directly
applicable here since the electric field of the pulse performs
oscillations. Assuming that in each half cycle of the field a
certain population tunnels out from the potential and that this
electron never recombines with its parent atom, it is possible
to use the tunneling formula �18� with F�t� replaced by its
absolute value �F�t��. In the case of a Coulomb potential such
an assumption is shown to be justified at field strengths,
which suppress the Coulomb barrier below the energy of the
initial state �in the regime of above-barrier ionization� �23�.
The result of a calculation using �F�t��, shown in Fig. 1 for
both one- and two-cycle cases, confirms that the above as-
sumption is valid. Namely, the tunneling expression correctly
reproduces the numerical results for large �’s and for all
pulse amplitudes. The rescattering process might have an
influence on the detached electron momentum distribution
�4�, but, in the case considered here, it has negligible contri-
bution to the total detachment probability.

The tunneling probability and the FPA act as asymptotes
of the numerically calculated detachment probability as can
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FIG. 1. Numerical results for the detachment probability by �a�
one-cycle and �b� two-cycle pulses �open circles� as a function of
pulse duration compared to first-order perturbation theory �dotted
line�, tunneling probability �dashed line� and the strong-field ap-
proximation �black diamonds�.
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FIG. 2. Short-time and adiabatic asymptotes for n=1–10 cycle
pulses, defined in Eq. �5�, and for pulse amplitude F0 /�3=0.05. Full
lines depict the first-order perturbation theory �short-time asymp-
totes� and the dotted lines depict the tunneling probability �adiabatic
asymptotes�. The arrows show the direction in which the asymp-
totes move as the number of cycles increase from n=1 to n=10.
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be seen in Fig. 1. However, their dependence on the pulse
amplitude F0 is different. Whilst the FPA is proportional to
F0

2, the tunneling expression in the case of weak fields �20�
has an exponential dependence on F0 and therefore the tun-
neling �adiabatic� asymptote decreases �as a function of pulse
amplitude F0� at a fixed pulse duration �� much faster than the
short-time asymptote described by the FPA. The relative po-
sitions of the asymptotes decide the nonmonotonic depen-
dence. For strong fields �F0��1 a.u.�, the relative position of
the short-time and the adiabatic asymptote is such that the
detachment probability curve makes a transition from one
asymptote to the other, keeping the monotonic rise. On the
other hand, for weak fields �F0��1 a.u.�, the tunneling curve
lies several orders of magnitude under the perturbation curve
and therefore the total detachment probability exhibits a lo-
cal maximum and decreases before increasing again to
“lock” to the tunneling asymptote—a “zigzag” effect �8�.
This effect is more pronounced the smaller is the field am-
plitude �see Fig. 1�.

The above effect of nonmonotonic dependence on pulse
duration should persist for more than two cycles, though
with the increase of the number of cycles the nonmonotonic
dependence is ironed out. This can be seen in Fig. 2 where
the relative position of short-time and adiabatic asymptotes
is depicted as a function of pulse duration and number of
cycles of the pulse. A particular pulse amplitude F0 /�3

=0.05 is taken, where the drop in the detachment probability
going from the perturbative to the tunneling regime is sub-
stantial for a one-cycle pulse. As the number of cycles n
increases, the short-time �FPA� asymptote moves toward
lower probabilities. On the other hand the adiabatic �tunnel-
ing� asymptote rises as the number of cycles increases. The
change in position of the asymptotes is larger the smaller the
number of cycles. At the particular pulse amplitude of Fig. 2,
after a large displacement in transition from single to few
cycles, the tunneling asymptote hardly moves after n exceeds
four. The overall result of the increase of the number of
cycles is that the adiabatic and tunneling asymptote approach
each other. Whether the increase of the number of cycles
results in the complete disappearance of the zigzag effect or
not depends on the following factors. First, it depends on the
pulse amplitude F0—at larger pulse amplitudes the likeli-
hood of ironing out the effect is greater. Secondly, it depends
at which pulse duration � does the validity of the first-order
perturbation cease and at which � the validity of the tunnel-
ing expression begins, as the number of cycles increases.
These pulse durations for an arbitrary number of cycles can
be determined by performing full numerical calculation for
the specific cases.

The experimental reproduction of the drop in the detach-
ment probability as a function of the pulse duration, shown
in Figs. 1 and 2, is within reach. Taking negative hydrogen
ion as a representative example, the requirement to observe
the drop in the detachment probability is that the electric
field amplitude is less than 1.310−3 a.u., which is equiva-
lent to the requirement that the peak intensity of the laser is
smaller than 5.931010 W/cm2. In addition, one must be
able to produce few-cycle pulses with the duration of ��
�5 to ���50, which in turn converts to the range from
2.2 to 22 fs and in terms of full width at half maximum

�FWHM� of the pulse envelope the interval from
3.6 to 36 fs. Truly few-cycle pulses with FWHM in the
above range have been already generated experimentally
�see, e.g., �1–3��, albeit at larger intensities than those re-
quired to observe the nonmonotonic dependence analyzed
here. Therefore the production of short few-cycle pulses with
lower intensities should be currently feasible.

As mentioned in the Introduction, the nonmonotonic de-
pendence of ionization probability on pulse duration in Fig. 1
is already observed in numerical studies �5–7�. The fall of
the ionization probability as a function of pulse duration oc-
curs for weak fields and for pulse durations of the order of
one cycle. However, in contrast to our study where the shape
of the pulse is not changed with the pulse duration, in Refs.
�5–7� the pulse duration is increased by increasing the cycle
number and keeping the frequency constant. Another point is
that in the studies �5,6� the hydrogen atom is analyzed
whereas in �7� ionization of a single active electron in so-
dium is considered. Although in the above studies different
atomic systems are used, and pulses with a sin2 envelope are
considered �5,6�, here we show that the explanation of the
fall of ionization probability as a function of pulse duration
can be given by simply looking at the model of the zero-
range potential, where there are no excited states, and con-
sidering the relative position of the adiabatic and short-time
asymptote without making any explicit numerical calcula-
tions.

The drop in ionization probability was discussed in detail
in �5� �and the authors in �6� suggest they have reproduced
this drop�, so we will compare directly to these previous
results. It is clear that in such a comparison one cannot ex-
pect that the effects seen for hydrogen will occur at exactly
the same frequencies as for the ZRP model. However, by
choosing �=1 one can, at least, equate the binding energy in
both cases and ensure that the drop occurs at similar frequen-
cies in both cases.

To facilitate the comparison, in Fig. 3 we have plotted the
short-pulse and adiabatic asymptotes as a function of pulse
frequency �0=n� / �2�2��. Different curves correspond to
different cycle numbers of the field. The short-time �pertur-
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FIG. 3. �Color online� Detachment probability as a function of
pulse frequency �0=n� / �2�2�� for n=1,2 ,3 cycle pulses and for
pulse amplitude F0 /�3=0.05. Both short-time �FPA� and adiabatic
�tunneling� asymptotes are given. The red arrows indicate what hap-
pens when the pulse length increases at a fixed frequency. See the
text for other details.
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bative� curve is plotted up to the frequencies at which it is
expected that the exact results will match �right after the
maximum�. As in Fig. 2, a field strength of F0 /�3=0.05 has
been chosen because at such field strengths the zigzag effect
is well pronounced and detachment probabilities are compa-
rable to the ionization probabilities in Fig. 3 in Ref. �5�. In
Fig. 3 the arrows indicate in which direction the detachment
probability changes as the number of cycles is increased
from one to three at a fixed pulse frequency �0.

In the adiabatic regime, detachment rises as the pulse du-
ration is increased �case A in Fig. 3�. The same happens in
the short-time region �case C in Fig. 3�. However, at the
border of validity of the first-order perturbation theory and
the transition region �in which exact numerical calculation or
the SFA approximation is needed to predict the detachment
probability� there exists a region of frequencies where in-
creasing the pulse duration results in a decrease in detach-
ment probability by three orders of magnitude �case B in Fig.
3�. In the case depicted in Fig. 3 �frequencies around
0.3 a.u.�, upon increasing the number of cycles beginning
from one cycle, the detachment probability will drop by a
few orders of magnitude. In Fig. 3 of �5� the drop was de-
tected for a frequency of 0.18 a.u. When the frequency is
tripled to 0.55 a.u. �see Fig. 3 in Ref. �5��, the decrease is not
observed. Instead, the ionization probability increases with
the pulse length. Similarly, by tripling the frequency of �0
=0.3 a.u. �case B in Fig. 3� to �0=0.9 a.u. �case C on the
same figure� the drop in detachment probability transforms
into an increase. Note that the existence of a decrease of
detachment probability is not exclusive to the field amplitude
depicted in Fig. 3—smaller field amplitudes will result in a
larger drop.

Turning back to Fig. 1, the full curve with black diamonds
plotted is the SFA of Eq. �23�. As already pointed out in the
previous section, the case of detachment of electrons from
negative ions modeled by a ZRP is ideally suited for SFA
application since, once the electron is in the continuum, the
influence of the binding potential can be neglected. For weak
fields, the SFA agrees excellently with the numerical results,
not only in the extreme regions of short and long pulses, but
also in the transition region. Specifically, the fall of the de-
tachment probability for weak fields is reproduced excel-
lently. These are natural consequences of the fact that the
SFA amplitude �23� successfully combines both the pertur-
bative and the tunneling mechanism.

However, for strong fields the SFA overestimates the de-
tachment probability. Such a situation is depicted in detail in
Fig. 4. In the case of a Coulomb potential, for pulse ampli-
tudes that suppress the barrier, the SFA amplitude does not
give the correct result for very strong fields �24�. In fact the
issue of finding the appropriate ionization rate at above-
barrier intensities has been the subject of many papers �see,
e.g., �25–27��. However, in the case of detachment of nega-
tive ions modeled by a ZRP, the barrier exists always, no
matter what the field strength. The comparison with our nu-
merical calculation for one- and two-cycle pulses shows that
once the total detachment probability exceeds �0.1, or
equivalently, once the initial state becomes appreciably de-
pleted, the SFA breaks down.

The excellent agreement of numerical results with the tun-
neling probability, obtained in the quasistationary state ap-

proach, suggests that the same procedure can be applied to
the case of the Coulomb potential in the barrier-suppression
regime. The following evidence backs up such an assump-
tion. In the case of half-cycle ionization of hydrogen there is
an excellent agreement of the tunneling probability expres-
sion �18�, where the width of the state � is obtained in the
quasistationary state approach, with the ab initio results at
field amplitudes that suppress the Coulomb barrier �see the
curve for F0=0.1 in Fig. 1�b� in Ref. �8��. Since in the barrier
suppression regime recombination of electrons already in
continuum with their parent atom or ion is unlikely, that is, at
these field strengths the ionization from each half cycle can
be treated independently, the tunneling probability expres-
sion will reproduce the numerical results very accurately in
the case of few-cycle pulses as well. The decay width � of
the initial state for the Coulomb potential as a function of
field amplitude F can be obtained by the quasistationary state
approach �28� or, alternatively, using the complex scaling
method �26�.

V. MOMENTUM DISTRIBUTIONS OF
DETACHED ELECTRONS

The momentum distributions of detached electrons con-
tain signatures of the dominant mechanisms operating in dif-
ferent regions of pulse duration. Here we restrict ourselves to
analysis of momentum distributions resulting from one cycle
in the weak-field limit �F0��1 a.u.�, where a nonmonotonic
dependence of the detachment probability on pulse duration
appears.

For short pulses the perturbative mechanism dominates.
An example of such a situation is depicted in Fig. 5�a�. The
numerically calculated momentum distribution possesses
p-type symmetry and can be reproduced both with the FPA
and the SFA. Such a symmetry is a signature of the pertur-
bative mechanism.

Upon increasing the pulse duration, the calculated mo-
mentum distribution becomes asymmetric with respect to the
origin p=0. In Fig. 5�b� the case of F0 /�3=0.1 and ��2

=10 is depicted. These parameters correspond to the region
where the detachment probability decreases as a function of
pulse duration. On the same figure, the numerical result is
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FIG. 4. Detachment probability as a function of pulse duration
for one-cycle pulse and for pulse amplitude F0 /�3=1. Numerical
results are compared to the tunneling probability and the strong-
field approximation.
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compared to the FPA and SFA. While the SFA reproduces the
numerical result excellently, the FPA gives a result which is
orders of magnitude smaller and with a p-type symmetry. We
have checked numerically that by gradually increasing the
pulse duration the absolute value of the momentum distribu-
tion is decreased and the peak at positive momenta is sup-
pressed.

In the limit of long pulses interference in the continuum
begins to play a role. Namely, the wave packet that tunnels
out after a half cycle of the field interferes with the one
which tunnels out in the subsequent cycle. As a result, one
obtains momentum distributions of the type shown in Figs.
6�a� and 6�b�. The larger is �, the more will oscillations ap-
pear in the momentum distribution. These results confirm the
results of Ref. �21� where such interference structures in the
electron spectrum have been analyzed, however, only in the
formalism of the SFA. Here we have given numerical con-
firmation of this effect. The interference structure can be
shown in the corresponding energy distribution plotted in
Fig. 6�c�. The peaks in the energy distribution are a result of
the interference of the population between the two half

cycles and are not equidistant as are the above-threshold ion-
ization peaks.

The occurrence of oscillations in the spectrum of detached
electrons can be explained under the assumption that the
detachment of the electrons occurs at the maximum of the
field and that once the electron reaches the continuum, it
does not recombine with its parent atom. Then the first half
cycle puts the population in the continuum centered approxi-
mately around a momentum A�0� /2. The second half cycle
changes the momentum of the electron wave packet in the
continuum by an amount of A�
�−A�0�, so that the part of
the momentum distribution that stems from the first half-
cycle detachment will be centered approximately around
−A�0� /2 after the second half cycle. However, this is pre-
cisely the mean momentum where the population that be-
comes detached by the second half cycle is centered. Hence
the two contributions to the momentum distribution interfere
strongly and the phase difference between these two contri-
butions results in the interference pattern shown in Fig. 6.

The difference between the phases of the wave packets
stemming from the different half cycles has been explained
also in the formalism of SFA in Ref. �21� by splitting the
SFA transition amplitude of Eq. �23� into two parts, each of
which corresponds to different half cycles. Here we show
that for large pulse durations the difference between the
phases of the two electronic wave packets in the continuum
can be calculated by applying the saddle-point method for
the calculation of the SFA transition amplitude �23�. The re-
sult of such a calculation �detailed in Appendix B� yields the
transition amplitude

aSFA�p� = i� �

2�
�1/2

exp�− i�
−


ts
�1�

dt�Ei − Ef�t���
��2 + p�

2�1/4
„F�ts

�1��…1/2

�1 −
exp�i��2 − �1��

exp�− i arg F�ts
�1���	 . �28�

In the above equation the phases �1 and �2 are defined as

�2 = − Ei�Re ts
�2� − Re ts

�1�� ,

�29�

�1 = − �
ts
�1�

ts
�2�

dtEf�t� ,

where ts
�1� and ts

�2� are the saddle points corresponding to the
electron detachment from the first and the second half cycle,
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respectively, and their real part has the meaning of electron
emission time. By calculating the SFA amplitude according
to Eqs. �28� and �29� it is possible to obtain the momentum
distribution given in Fig. 6, which shows interference be-
tween the electron wave packets originating from the two
half cycles of a one-cycle pulse. The exponent involving the
argument of the field at the saddle point F�ts

�1�� is a weak
function of p and its mean value is equal to �. Therefore the
oscillations in momentum distribution arise mainly due to
the phase difference �2−�1. The phase �2 of Eq. �29� is the
energy phase acquired by the population that tunnels out in
the second half cycle. On the other hand, the phase �1 is
related to the electron wave packet that has tunneled out in
the first half cycle.

VI. DISCUSSION AND CONCLUSIONS

We have analyzed detachment of electrons from negative
ions by few-cycle pulses. The occurrence of a nonmonotonic
dependence of detachment probability on pulse duration,
previously encountered in several studies �5–7�, is analyzed
in full detail and explained theoretically. The origin of this
effect is the same for half-cycle and few-cycle pulses. It is
the transition between the perturbative and tunneling mecha-
nism that results in a nonmonotonic dependence on pulse
duration. Such an effect is not confined only to the zero-
range potential. Analogous to the previous half-cycle results
�8�, the same qualitative dependence on pulse duration ap-
plies to the hydrogen atom as well. One should emphasize
also that the envelope of the pulse is chosen to be Gaussian
only for the sake of convenience; other pulse envelopes will
produce a similar effect.

The nonmonotonic dependence on pulse duration is repro-
duced excellently by the strong-field approximation for weak
and intermediate field strengths. However, for strong fields,
where the depletion of the initial state is not negligible, the
strong-field approximation overestimates the exact �numeri-
cal� result. The cause for such overestimation is the non-
negligible depopulation of the initial state.

Finally, the momentum distributions of the detached elec-
tron for different pulse durations have been analyzed. The
transition from a symmetric to an asymmetric momentum
distribution as the pulse duration increases has been illus-
trated. The symmetric momentum distribution is a signature
of the perturbative mechanism. By contrast, in the adiabatic
limit the interference of the wave packets of detached elec-
trons originating from different half cycles gives rise to an
oscillating structure. The oscillations can be explained as the
energy phase difference between the wave packets originat-
ing from different half cycles.
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APPENDIX A

Here we give a proof of Eq. �14� of Sec. II. Equation �14�
is defined by the limit of infinite time. For finite times ��r , t�
can be written as

��r,t� = C0�t��0�r�e−iE0t +� Cp�t��p�r�e−i�p2/2�td3p .

�A1�

Therefore R�t� of Eq. �11� contains contributions from both
the bound state and from the spherical wave part of the con-
tinuum wave functions �p. As the pulse is turned off, the
spherical wave leaves the origin, whereas the part of the
wave function corresponding to the ground state stays. Spe-
cifically, the contribution of the spherical wave in R�t� even-
tually vanishes. The formal proof of this assertion is as fol-
lows. In the limit t→
, interaction with the pulse is over and
the coefficients C0 and Cp cease to be functions of time.
Using the saddle-point method the integral in Eq. �A1� �the
part of the wave function belonging to the detached electron�
can be evaluated approximately as

lim
t→


� Cp�p�r�e−i�p2/2�td3p ��2�

it3 �p0
�r�e−i�p0

2/2�t,

�A2�

where p0 is the saddle point. Putting the above result into Eq.
�A1� and using the definition �11� of R�t� we obtain the result

lim
t→


R�t� = C0 + O�t−3/2� . �A3�

From the above equation, it is evident that R�t� in the limit of
infinite times contains contribution only from the ground
state because the spherical wave contribution falls off with
time as t−3/2. Therefore limt→
�R�t��2 has the meaning of the
ground state occupation probability, so that Eq. �14� holds.

APPENDIX B

In this appendix we obtain the SFA amplitude in Eqs. �28�
and �29� from Eq. �23� using a saddle-point analysis.

For sufficiently large pulse duration � the phase in Eq.
�23� becomes large, so the transition amplitude can be ob-
tained by saddle-point integration. The dipole matrix element
appearing in Eq. �23� is explicitly

�p + A�t� − A�
��F�t� · r��0

=
�1/2

2�

F�t��pz + A�t� − A�
��

�1

2
��2 + p�

2 + �pz + A�t� − A�
��2��2
. �B1�

The saddle-point equation for each final momentum p of
the electron reads

�2 + p�
2 + �pz + A�ts

�j�� − A�
��2 = 0, j = 1, . . . ,N ,

�B2�

where ts
�j�= ts

�j��p� , pz� denotes the saddle point in the jth half
cycle out of a total of N cycles. Further, pz and p� are the z
and � component of the final momentum of the electron in
the continuum. Actually, the saddle-point equation, in gen-
eral has many pairs of complex-conjugate roots ts

�j�, each pair
corresponding to one half cycle in the few-cycle case. The
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physically acceptable saddle points have positive imaginary
parts �Im ts

�j��0� since their complex conjugates produce ex-
ponentially divergent momentum distributions. The real part
of the saddle points is connected to the moment of the elec-
tron emission and the imaginary part is a measure of the
inverse of the tunneling width �.

Comparing Eqs. �B1� and �B2�, it is clear that the saddle
points ts

�j� are also the poles of the dipole matrix element.
Therefore the standard saddle-point method of integration
does not apply. However, by using a modification of the
saddle-point method �22� suitable for the cases of integrands
having poles at the saddle point, the transition amplitude can
be calculated as

aSFA�p� = i� �

2�
�1/2

�
j=1

N
exp�iS�ts

�j���
�iS��ts

�j���1/2 , �B3�

where

S��ts
�j�� = − F�ts

�j���pz + A�ts
�j�� − A�
�� . �B4�

We consider the case of a one-cycle pulse, where there are
only two terms in Eq. �B3� and relevant saddle points ts

�1�

�first half cycle� and ts
�2� �second half cycle�. For the pulses

considered in this work �see Eq. �5�� the electric field is an
odd function of time and therefore the relation satisfied by
the field and the vector potential is

iF�ts
�1�� = �iF�ts

�2���* and A�ts
�1�� = �A�ts

�2���*. �B5�

Because of the field symmetry �B5�, the two saddle points
corresponding to the same final electron momentum p satisfy
the following relations:

Re ts
�1� = − Re ts

�2� and Im ts
�1� = Im ts

�2�. �B6�

With the help of the saddle-point equation �B2�, the SFA
amplitude of Eq. �B3� transforms into Eq. �28�.
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