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Photoinitiated collisions between cold Cs Rydberg atoms
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Experimental studies of a photoinitiated collision in an ultracold Cs Rydberg gas are presented. The process
is characterized by measuring the laser intensity dependence of the absorption, the number of particles leaving
each collision, and the recoil velocity of the collision fragments. The results of the experiment are compared to

ab initio Rydberg pair interaction potentials.
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Ultracold Rydberg gases are attracting increasing interest
because the large polarizabilities of Rydberg atoms result in
long-range tunable interactions [1-6]. Many particle effects
[7-9], spontaneous ionization into an ultracold plasma
[10,11], the formation of long-range Rydberg molecules
[12,13], and the nonlinear optical effects that are fundamen-
tal ingredients for using cold Rydberg atoms for quantum
computing [14,15] are all examples of phenomena where
long-range interactions play a critical role. We present work
on two-atom photoinitiated (PI) resonances in the spectrum
of a cold Cs Rydberg gas that result from long-range pair
interactions.

Two-photon excitation gives rise to new absorption reso-
nances in the spectra of cold Rydberg gases [7]. Figure 1
shows two spectra of a laser-cooled Cs Rydberg gas taken
over the same energy region at different laser intensities. At
low intensity, only the 89D;/,, and 89Ds,, Rydberg states are
observed. At high intensities, new spectral features appear.
The type of resonance displayed in Fig. 1 has also been
observed in cold Rb Rydberg gases and appears to be com-
mon [7]. Details of how the spectra were acquired are de-
scribed in following parts of the paper.

We characterize the process associated with the absorp-
tion resonance shown in Fig. 1 and compare the experimen-
tal results to ab initio calculations of Rydberg pair potentials
[1]. The process that gives rise to this feature is the PI and
subsequent dissociation of Rydberg atom pairs. In the case
studied here, 2 Cs 6P5,,(F=5) atoms are simultaneously ex-
cited and fall apart in the 88Ds,, and 90Ds,, Rydberg states
with excess kinetic energy, as in a PI collision.

The Rydberg atoms are excited from Cs prepared in a
magneto-optical trap (MOT). The trapping laser is red de-
tuned 3I" from 6S,,,(F=4)— 6P5,(F=5). The MOT density
is 310" cm™.

The Rydberg atoms are excited using a two-photon
scheme. The light for the first step is generated by a dye laser
(Coherent 599-21) A, which is resonant with 6S;,(F=4)
—6P3,(F=5) at A\, ~852 nm. The frequency of A is refer-
enced to a Cs saturated absorption cell. The laser is colli-
mated to ~1 mm, and the intensity was fixed at Iy
=4 mW/cm? to provide a constant 6P5,(F=5) density.

A dye laser (Coherent 699-21) B at Az~ 508 nm excites
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atoms to n~90 from 6P5,(F=5). The beam waist of laser B
at the MOT is 104+7 um. The frequency of laser B is ref-
erenced to a wavemeter and an I, cell.

The trap light is extinguished 2.5 us before Rydberg ex-
citation. Laser A is gated on with a pulse width of 2.5 us.
Laser B is gated on for 1 us so that both lasers overlap in
time. The beams intersect at the MOT at 60°.

Pulsed field ionization (PFI) is used to measure Rydberg
atom production. A high voltage pulse of 4 us duration with
an amplitude of 320 V is applied to field ionize the Rydberg
atoms and accelerate the ions to a multichannel plate detector
(MCP). The time-of-flight (TOF) signal is recorded with a
multichannel analyzer. To measure TOF velocity distribu-
tions, the PFI field was chosen to minimize TOF broadening.
The electric field slew rate is 5.3X10° Vem™ s~ and the
amplitude is 53.2 V/cm at the MOT. The stray electric field
was <20 mV/cm.

Identification of the PI collision process

CS(6P3/2(F= 5)) + CS(6P3/2(F= 5)) +2hv
— CS(88D5/2) + CS(90D5/2) + (KE) (1)

was accomplished with three experiments. First, we mea-
sured the rate of collision events as a function of I to deter-
mine that two photons initiate the collision. Next, we verified
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FIG. 1. Ions per laser shot vs laser B frequency. The two spectra
are taken at Iy=50 W/cm? (higher yield) and Iz=100 mW/cm?
(lower yield).
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FIG. 2. (a) The peak ion production rate for 89Ds, (solid
circles) and the PI collision (open circles) vs laser B intensity at a
1-kHz repetition rate. (b) The ratio of two-ion to one-ion detections
for the PI collision and 89D;,,. The 2:1 ion detection fraction for
the PI collision, 0.46+0.06, is in good agreement with Pp and a
two-atom process. (c) The PI collision rate vs 6P3, density at a
30-Hz repetition rate. The line is a quadratic fit to the data.

that the collision is a two-atom process by analyzing the
MCP-charge pulse-height distribution (PHD). Finally, we
measured the velocity distribution of the fragments leaving
the collision to determine the exit channel.

Figure 2 shows the ion rate at the peak of the PI collision
and 89D;), resonances as a function of /. The ion produc-
tion rate from 89D;,, and the PI collision were measured by
scanning laser B in 1-MHz steps. To minimize loss of signal
due to Rydberg decay and cold plasma effects, the delay
between excitation and PFI was 1 us.

The peak ion rate for a one-photon event at low I scales
linearly with /. The ion rate for a two-photon event scales as
1129. Consequently, a one-photon process will have slope of 1
and a two-photon process will have slope of 2 on a log-log
plot of peak ion rate versus Iz. The data in Fig. 2 indicate
that the PI collision is excited via two photons. Data taken
for 89D5,, have a slope of 1, as expected.

To prove the PI collision is a two-atom process, we ana-
lyzed the PHD at low Iz, when <1 event occurs per laser
shot. The charge acquired after each laser shot is propor-
tional to the number of ions that are detected. The PHD from
89D;,, consists of single-ion counts at low Iz A two-
Rydberg-atom process will have an increased number of two-
ion detections at low .

For 89D;,,, the probability of exciting n Rydberg atoms
during one laser shot is determined by the binomial distribu-
tion

Natoms! _
atoms ngc(l _pexc)NammS n, (2)

P(n) B n!(Naloms - i’l)!

where p.,. is the probability of exciting one Rydberg atom
during a laser shot. N, i the number of available atoms.
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At low I, most laser shots will result in no excitations since
Pexc 18 small. At large I, there will be multiple excitations.
Equation (2) can also be used for a two-atom process, except
now p.,. is the pair excitation probability and N, the
number of pairs.

The efficiency of Rydberg atom detection is decreased by
decay, the quantum efficiency of the MCP, and the transmis-
sion through the MCP grid. At short PFI delay, 1 us, essen-
tially all of the Rydberg atoms survive. We define the Ryd-
berg atom detection efficiency Pp as the ratio of ions
detected to the number of Rydberg atoms created. The MCP
quantum efficiency is 7~ 60% for Cs* at 4.5 keV [16], and
the grid transmission is #~ 86%, so Pp~ nXt=0.52. Pp can
be taken into account using the binomial distribution for the
detection process, analogous to the excitation process de-
scribed by Eq. (2).

We made an independent measurement of Pj. The ab-
sorption of laser B was measured as a function of /5 to de-
termine the number of Rydberg atoms that were excited. La-
ser B was frequency scanned across 89D, while the trap
fluorescence was monitored with a photomultiplier tube and
the Rydberg atoms were ionized. The absorption rate (1)
was determined for 15 mW/cm? <Iz <100 mW/cm? using
a measurement of the trap loss rate 1/7 when Iz=0. y(Ip)
=[N-N'(Ig)]/[7N'(I5)], where N is the steady-state atom
number for I;=0 and N’ (Ip) is the steady-state atom number
with laser B. We measured 7=6.2+0.1 s. The ion detection
rate for Iz <4 mW/ cm?, for count rates <100 Hz, was com-
pared to the number of atoms that were excited according to
Y(Ig). Pp is the ion detection rate at I divided by y(Ip).
Pp=0.47%0.06, in agreement with the estimate.

We verified that our apparatus produced the correct PHDs
when laser B was tuned to 89D;,,. We compared the PHDs
for different p.,.. p.xc Was varied by changing /5. We found
good agreement using Eq. (2) and Pp,

The inset of Fig. 2 shows a comparison of the fraction of
two- to one-ion detections for 89D;,, and the PI collision.
These measurements were performed at 1 kHz with ion
count rates of ~20 Hz. The PHD for the PI collision shows
an increase in the fraction of two-ion detections compared to
89D;,,. The increase in the 2:1 ion detection fraction is con-
sistent with an overall detection efficiency of Pp
=0.46+0.06, in agreement with the control experiment and
our estimate of Pp. The significant increase in two-ion de-
tections and lack of three- or higher-ion detections obtained
for the PI collision demonstrates that the spectral feature in
Fig. 1 is a two-atom process.

To confirm the result, the MOT lasers were used to vary
the density of 6P, atoms via optical pumping while the PI
collision ion yield was recorded, Fig. 2. The trap laser was
detuned to F=4 — F'=4, and laser A was derived from the
repumping laser. The laser-B intensity was fixed. The qua-
dratic dependence on density further shows the PI collision is
a two-atom process.

Rydberg atom recoil velocity distributions were measured
to identify the exit channel of the PI collision described by
Eq. (1). The velocity of the fragments and the two-photon
excitation energy allows us to determine the internal energy
of the fragments. To measure the fragment velocities, the
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FIG. 3. The full width at half maximum (FWHM) of the frag-
ment expansion vs expansion time. The data for the PI collision
resonance and the control measurement of the temperature are
shown. The lines are fits using the analysis in [17]. The small
squares are the Monte Carlo data.

Rydberg atoms are allowed to expand at their thermal plus
collision velocities. The expansion of the fragments is recon-
structed by projecting them onto the MCP and measuring the
arrival time distribution. The arrival time distribution can be
converted to a velocity distribution as described in [17]. The
expansion time is varied to produce enough data to deter-
mine the recoil velocity and show that the expansion does
not result from ion repulsion.

The recoil velocity data are shown in Fig. 3. First, the
thermal expansion of the Rydberg atoms was measured as a
control by tuning laser B to 89Ds,. The temperature was
79+7 uK. The recoil velocity of the atoms leaving the PI
collision was measured to be 17+3 cm/s. The recoil velocity
and temperature are sufficiently low that the velocity distri-
butions fit well to Gaussians. The results and uncertainties
are in line with prior work [17].

The laser polarization was parallel to the TOF axis for the
data in Fig. 3. The experiment was repeated with perpendicu-
lar polarization, and no difference between the two configu-
rations was observed. The measurements suggest that the
dissociation is isotropic [18,19].

The expansion time was varied by delaying the PFI pulse
relative to the excitation pulse, 220—280 us. Typical count
rates were <100 Hz at a repetition rate of 1 kHz to minimize
the number of laser shots where multiple events were initi-
ated. Iy=1 W/cm? was held constant. The delays were cho-
sen so that the collision exit velocity could be resolved, only
one of the collision partners on average was field ionized and
detected, and sufficient count rates could be obtained. Cou-
lomb broadening will distort the TOF distribution when two
Rydberg atoms ionize and repel each other during the TOF,
so the experiment is set up so only one of the fragments is
ionized on average and the effect of false single-ion detec-
tions is minimized.

Since the lifetime of the states around n=90 is ~199 us
with blackbody radiation effects [20,21], a delay of
200-300 us results in the survival of one atom
~229% —32% of the time, as determined by a binomial dis-
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tribution. The probability of two atoms surviving is
~5% —11%. The number of single-ion detections is reduced
by Pp, so ~11% —16% of the single-ion detections yield the
collision recoil velocity while ~2.5% —5.5% of the single-
ion detections, called false single-ion detections, will be in-
fluenced by ion repulsion. The remaining events result in no
ion or two-ion detection. Ion repulsion leads to much larger
measured velocities than recoil from the collision. For an
ionization delay time of 200—300 us and ~17 cm/s recoil,
the velocities due to ion repulsion are larger by more than 10
times. This increases the signal to noise, S/N>30 because
the false single counts are spread over a larger detection time
interval. Experimental evidence that indicates ion repulsion
is not measured is shown in Fig. 3. Ion repulsion shows a
decrease in FWHM as the time delay increases, because the
fragments are ionized at larger R.

To confirm that the recoil velocity is 17+3 cm/s and
verify that the error is dominated by ion counting statistics,
we used a Monte Carlo simulation. The number density in
the excitation region, the temperature, the ion detection rate,
and, for the PI collision, the exit velocity were used as input
parameters. The exit velocity has fixed magnitude but ran-
dom direction, since the recoil velocity distribution is isotro-
pic.

To simulate the experiment, the initial coordinates of the
atoms are picked randomly from a three-dimensional Gauss-
ian distribution that represents the number density. Initial
thermal velocities are picked from a Maxwell-Boltzmann
distribution. The final distribution of atoms in space is deter-
mined for the set of delay times used in the experiment. The
sample sizes used are the same as for the experiment. The
FWHM of the simulated TOF distributions and error bars
were compared to the ones obtained experimentally. The
simulation was used to generate the confidence bands (gray
region) in Fig. 3. The statistical errors from the simulation
are similar to the experimental errors, providing evidence
that nearly all systematic errors have been eliminated.

Calculated pair potentials [1] for M =0, where M is the
projection of the total angular momentum along R, and an
ion yield spectrum are shown in Fig. 4. The exit velocity and
energy of the PI collision are consistent with dissociation
along 88Ds,,+90D5,,. The pair potentials predict a velocity
of 19+4 cm/s [1]. The recoil energy and energy of the PI
absorption feature agree to <10 MHz with 88Ds;,+90Ds5,.
The difference between the PI feature and the pair potentials
is due to uncertainty in the Fabry-Perot free spectral range
(3 MHz), the I, spectrum (+5 MHz), the background elec-
tric field and its angular dependence (+5 MHz), and the
quantum defects (at least +3 MHz) and basis truncation
(£3 MHz) used in the calculation.

The potential feature that best fits the experimental data is
circled in Fig. 4. The circle highlights an inner-wall avoided
crossing with a pair state correlating to 89Ds,,+90P5,, that
interacts strongly with 89Ds,,+89Ds,, at larger energies. A
second avoided crossing with other states correlating to
88Ds,,+90Ds5,, at larger R gives rise to a flat region.

The PI collision is a dissociation process where a Rydberg
pair is excited. The interactions and avoided crossings are the
result of the electric dipole, quadrupole-dipole, and quadru-
pole interactions. Unlike an electric-field-tuned resonant col-
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FIG. 4. (Color online) (a) Comparison of the ion yield spectra
and the M=0 pair potentials [1]. The uncertainty in the energy of
the spectra is +10 MHz. The different asymptotes correspond to the
possible m; atomic pair states which are split by the electric field
E=20 mV/cm. The numbers on the right refer to the j’s of each
atom pair state. (b) PI collision circled in (a). The percentage of
89D character, as determined from the eigenvectors [1], and the
squared nuclear wave function at the top of the barrier are shown.

lision, some of the electronic energy is converted to kinetic
energy. These collisions can heat the gas when a broadband
laser, >0.006 cm™!, excites a cold Rydberg gas.

The strength of the absorption is reduced relative to 89D
by the Franck-Condon factors, the detuning from the inter-
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mediate states, and the number of pairs available. The peak
PI collision count rates are more than 100 times less than the
atomic states, Fig. 1. At our density, the average R is <4 um
for the 6 P3,,(F=5) atoms, so the pair distribution function is
1 for the R in Fig. 4. The contribution of 89D+89D to the
transition at R<<7 um is partially responsible for the
strength of the two-photon absorption, but the Franck-
Condon factor is also large, ~1, because the pair potential is
so flat. The intermediate states for the two-photon transition
are not resonant, so the peak absorption rate is reduced.
The isotropy of the PI collision is also consistent with
88D5,,+90D5,,. Each photon contributes one unit of elec-
tronic angular momentum to the two-atom complex. At the
range where this process takes place, R>4 um, the rota-
tional constant is small, ~3 Hz, and the maximum rotational
kinetic energy will be ~150 kHz, since the maximum
nuclear angular momentum /,,,,= uvR = 260. Consequently,
the recoil is isotropic after the process is averaged over 1.
We have shown that at least some of the new spectral
features that appear in a cold Rydberg gas are due to PI
collisions. These PI collisions are excited via two photons.
The two-photon cross sections are large because some of the
potentials are unusually flat and there is a high density of
Rydberg states. We compared our data to Rydberg pair po-
tentials and found good agreement. The search for long-
range Rydberg molecules will be complicated by PI collision
resonances, but we showed that the recoil energy of the at-
oms can be used to distinguish between a dissociative and a
bound state. Ion-ion recoil from a bound state will not
change with PFI delay. The method that we have used to
investigate this PI collision can be used in the future to study
reactive processes in other cold atomic and molecular gases.
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