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A photon-number-resolving detector with single-photon resolution is described and demonstrated. It has
10 bits of resolution, does not require cryogenic cooling, and is sensitive to near ir wavelengths. This perfor-
mance is achieved by flood illuminating a 32�32 element InxGa1−xAsP Geiger-mode avalanche photodiode
array that has an integrated counter and digital readout circuit behind each pixel.
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I. INTRODUCTION

Detectors that can resolve photon number have been
shown to be useful for three-dimensional �3D� laser radar
�1�, coherent laser radar �2�, linear optics quantum comput-
ing �3�, characterization of single-photon sources �4�, and
quantum communications. Photon-number-resolving detec-
tors to date have required cryogenic cooling �5�, used time-
multiplexing schemes that increase the net reset time �6�, or
involve a pulse-height discrimination process that suffers
from multiplication noise �7�. Near ir or visible photon-
number-resolving detectors with only 2–3 bits �5–7� of reso-
lution have been reported thus far, where the number of bits
is limited by multiplication noise �5,7� or measurement time
�6�. Here we present a photon-number-resolving detector
with 10 bits of resolution. This performance is achieved by a
practical implementation of a 210=1024 element detector
cascade. The demonstrated detector cascade is ideally suited
to applications that are loss-tolerant and require a relatively
large dynamic range with sensitivities down to the single
photon level, such as 3D laser radar and coherent laser radar.
However, this type of detector array can also be applied to
applications that are more sensitive to loss or dark counts by
increasing the detection efficiency and optimizing the num-
ber of detector elements in the cascade.

The photon-number-resolving detector concept is illus-
trated in Fig. 1. Light from a laser or fiber is evenly illumi-
nated on an array of nonmultiphoton-discriminating, single-
photon detectors so that each pixel in the array has an equal
chance of firing. If the array is large enough, then it is likely
that multiple photons hit different pixels and the array can
detect many photons simultaneously with a roughly constant
detection efficiency over the whole array. Detector cascades
with multiple bulk detector elements have been proposed �8�
and compact integration of two photon-counting detector
pixels has been demonstrated previously �9�, but the present
work demonstrates a compact, scalable, and practical imple-
mentation of a cascade of 1024 single-photon-counting de-
tection elements.

The array of nonphoton-number-resolving, single photon
detectors used in these experiments is a 32�32 array of
InxGa1−xAsP/InP Geiger-mode avalanche photodiodes
�APDs� whose alloy composition is chosen for detection of

1.06 �m light. MIT Lincoln Laboratory has deployed many
versions of these arrays in a number of laser radar systems
�3�. The APD array is sealed into a hermetic package with a
GaP microlens array �to improved the fill factor�, thermo-
electric cooler temperature control, and an integrated
complementary metal-oxide semiconductor readout inte-
grated circuit. The APDs used for the experiments in this
paper are 30 �m in diameter on 100 �m pitch and are oper-
ated at −27 °C. Behind every pixel is a 2 GHz counter that
records the time a given pixel fires. The time stamps for all
pixels are read out and reset at a maximum rate of about
25 kHz through a custom electronics interface board and
stored to RAID disk storage in real-time. There is currently a
development effort at MIT Lincoln Laboratory to allow for
continuous readout of the APDs, limited only by the APD
reset time of about 1.6 �s for InP material �10�.

II. EXPERIMENTAL SETUP

The experimental setup for characterizing our photon-
number-resolving detector is shown in Fig. 2. The laser
source is a fiber-coupled PicoQuant LDH-P-1064 nm sub-
nanosecond pulse source at 1064 nm wavelength and oper-
ated at 20 kHz repetition rate. One channel of a Stanford
Research Systems DG535 pulse generator is used to trigger
the Geiger-mode APD array and a second channel is used to
trigger the pulsed laser source. The timing jitter between the
emission of the pulse and the trigger to the APD is measured
to be less than 50 ps, limited by the channel-to-channel tim-
ing jitter of the oscilloscope that was used. The output of the
pulsed laser is attenuated using an independently calibrated
JDSU model HA9 fiber-coupled attenuator. The attenuation
was set to 0 dB for laser power measurements or varied be-
tween 35 and 70 dB for quantum efficiency measurements.
The light is delivered to the GM-APD array with an OzOp-
tics LPC-02-1064-6/125-P-2.4-11AS-50-3A-3-2 fiber-
pigtailed collimator. The laser beam’s 1/e2 width was mea-
sured to be 2.1 mm with a Thorlabs WM100B beam width
meter. The average output of the laser after the collimator
with the attenuator set to 0 dB attenuation was measured to
be −44.65 dBm. The pulse energy with 0 dB attenuation is
computed at 1.7 pJ or 9.2�106 photons per pulse. The laser
power did not drift more than ±0.5 dB during the measure-
ments. Figure 3 shows the experimentally measured spatial
profile of the probability of detection for the pulsed source at
an average power of −94.65 dBm or 92 photons per pulse.*Electronic address: leaf@ll.mit.edu
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The vertical and horizontal cross-sections of beam profile in
Fig. 3 have a shape that is slightly more complicated than a
simple Gaussian. The peaks and tails of the cross sections fit
well to a Gaussian function with a 1/e2 width of 1.6 and
2.0 mm, respectively. This measurement agrees fairly well
with the Thorlabs beam width meter. There are 45 bad
pixels—pixels that never register a photon hit—in this par-
ticular APD array, most of which are along the edges of the
array and hence do not significantly influence the detector
efficiency measurements. The pulse was timed to hit the ar-
ray after the arrival of the APD trigger. In the experiments
presented here, the APDs were active for 122 ns before the
optical pulse arrived.

The dark counts for this particular array were measured at
160 k counts/ s per pixel when operated at −27 °C, although
other InP detector arrays at MIT Lincoln Laboratory have
demonstrated dark counts as low as 65 000 counts/ s per
pixel at room temperature �10� and 10 000 counts/ s per pixel
with thermoelectric cooling. The aggregate dark count rate
increases with detector area and so there is a limit to the
largest useful array size for a given operating temperature.
Our detector array has a rather large total active area of
0.50 mm2 but reducing the individual APD active areas can
result in roughly an order of magnitude reduction of dark
counts without sacrificing photon-detection efficiency �11� or
photon-number resolution. In addition, further improvements
in dark counts should be possible with better material quality
and the removal of shallow electron traps.

III. PHOTON-DETECTION EFFICIENCY

The photon-detection efficiency �PDE� is defined as the
ratio of the number of detection events to the number of
incident photons and includes the transmission and align-
ment of the microlens array �50–80 % �, avalanche probabil-
ity �60% for an overbias level of 4 V�, and the quantum
efficiency of the APD �about 95%� �12�. As the incident pho-
ton number approaches the number of detector elements, the
chance of a photon hitting a pixel that has already fired in-
creases. This blocking effect causes the PDE to decrease
with increasing photon flux.

The PDE can be computed using a Monte Carlo tech-
nique. In our simulations we assume that the laser pulse
width is much shorter than the detector reset time. The input
parameters to our Monte Carlo simulation are the average
number of photons in the pulse, the number of pixels in the
array, the single-element PDE, and the 2D-intensity beam
profile on the array. The number of photons per pulse was
assumed to follow Poissonian statistics. The net PDE is com-
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FIG. 1. �Color online� Photon-number-
resolving detection concept using a large format
array of single-photon detectors.

FIG. 2. Experimental setup for the test of the photon-number-
resolving detector.
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FIG. 3. Probability of detection for the pulsed laser source at an
average power of −94.65 dBm.
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puted as a function of the average number of incident pho-
tons using the following algorithm.

�1� For each pixel, assign an average number of incident
photons per pulse that is equal to the product of the total
photons per optical pulse and the value of a probability den-
sity function describing the 2D beam intensity profile at that
pixel. This number is then multiplied by the PDE to obtain
an average number of detected photons per pulse at that
pixel. The fact each pixel cannot count more than one photon
at a time is treated in step �3� below.

�2� For each pixel, assign an average number of dark
counts. There are roughly 0.74 dark counts per 4.5 ns period
over the 1024 detectors. The 4.5 ns period corresponds to the
integration window used in our experiments.

�3� Randomly mark each pixel as fired or not fired. The
probability that a pixel is marked fired is equal to 1
−exp�−average detected photons−average dark counts�, us-
ing the averages calculated per pulse for that pixel in steps
�1� and �2�. Thus the probability a pixel fires is described by
a Poisson distribution.

�4� After all pixels have been marked, sum the number of
“fired pixels” to determine the number of detection events
for this given pulse.

�5� Repeat steps �1� through �4� 10 000 times �average
over 10 000 pulses� and keep track of the number of detec-
tion events. The mean of the number of detection events with
the optical pulse �minus the mean number of detection events
with no optical pulse� divided by the number of incident
photons is the net PDE.

The net PDE is plotted as a function of incident photon
number in Fig. 4. The solid lines represent the Monte Carlo
simulation results for a 33% single-element PDE, 1024 total
pixels, and a 2D beam intensity profile given by Fig. 3. There
were 45 bad pixels, mostly along the perimeter of the detec-
tor that had a 0% PDE. The data, shown with circles in Fig.
4, shows that the PDE decreases from 33% with 1 incident
photon to 21% with 1024 incident photons. This decrease in
detection efficiency with increasing photon number is due to
the finite number of detectors and the increasing fraction of
inactive pixels with increasing incident photons. The perfor-

mance can be improved with uniform illumination of the
detector array to a PDE of 28% with 1024 photons. Refrac-
tive beam shapers that transform a Gaussian beam profile to
a flat top beam profile are commercially available optical
components. The simulated curve in Fig. 4 for Gaussian il-
lumination matches well to the measured results.

The measured PDE is plotted with circles in Fig. 4 and is
computed by dividing the number of detection events inte-
grated in a 4.5 ns interval around the pulse arrival time by
the number of incident photons. The number of incident pho-
tons was computed by subtracting the attenuator value from
the measured nonattenuated power level. The integration
range was set to 4.5 ns to ensure that the entire pulse was
captured. The data, shown with circles in Fig. 4, show that
the PDE decreases from 33% with 1 incident photon to 21%
with 1024 incident photons. The unsaturated PDE is mea-
sured at 33% but values as high as 50% have been measured
in some of our other detectors �11�. Figure 4 shows that the
measured results are accurately predicted by the Monte Carlo
simulations. We also note that the PDE is still rather large,
13% �21% for uniform illumination�, at 3000 incident pho-
tons.

The fidelity, or similarly, the ability to identify n from n
+1 photons, is an important metric for quantum optics appli-
cations. We define fidelity as the probability of measuring n
detection events when n photons are incident on the detector.
Ignoring dark counts, which will not be treated here, fidelity
is degraded by two effects in the Geiger-mode APD array
approach: Detection efficiency and detector saturation. The
fidelity, F, is approximately equal to the product FdetFsat,
where Fdet is the fidelity with just detection efficiency deg-
radation and Fsat is the fidelity with just detector saturation
degradation. The fidelity of a detector with a detection effi-
ciency of PDE is equal to Fdet= �PDE�n. For our detector,
PDE=0.33, so, for example, Fdet=0.004 for n=5 incident
photons. To derive Fsat, we assume that each pixel is equally
likely to be hit by a photon �ignoring beam shape�. The prob-
ability that n photons hit n different pixels on an array of N
detectors is

Fsat =
N

N

N − 1

N

N − 2

N

N − 3

N
¯

N − �n − 1�
N

=
N!

Nn�N − n�!
.

�1�

Therefore, the saturation factor of an N=1024-element de-
tector in discriminating n=5 photons is Fsat=0.99. This
shows that Fsat is excellent when N�n. The total fidelity for
n=5 is equal to F=FdetFsat�0.004, and hence the fidelity is
dominated by the detection efficiency of the detector, that is,
it is the PDE and not the blocking that is limiting the fidelity.
To increase the usefulness of the presented detector for quan-
tum optics measurements, the detection efficiency must be
improved.

The contributions to the fidelity are actually different for
detectors that use pulse-height discrimination to achieve
photon-number resolution as compared to our array ap-
proach. The saturation term above, Fsat, should be replaced
by a term representing all errors due to noise in the pulse-
height measurement including noise and saturation effects.

FIG. 4. �Color online� Detection efficiency vs the number of
incident photons. The circles are measurements and the solid lines
are Monte Carlo simulations.
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Our array approach uses single-photon counting elements
that only differentiate between zero and one photons, so any
pulse-height-measurement errors are included in the detec-
tion efficiency and hence this term is not necessary in the
expression for fidelity discussed previously. The degradation
in fidelity due to pulse-height-measurement errors are typi-
cally large compared to the saturation effect in our array.
Similarly, it is these errors that limit pulse-height-measuring,
photon-number-resolving detectors to only a few bits of reso-
lution, while we demonstrate 10 bits with the array approach.

The probability of obtaining a given number of detection
events for various incident photon flux levels is plotted in
Fig. 5. The average input photon number per pulse from the
PicoQuant laser was set with the variable optical attenuator
to 1, 4, 7, 15, 116, 1156, and 2903 photons. For each power
setting, the number of detection events per pulse was re-
corded. The probability density function for a given power
level in Fig. 5 was computed by histogramming the number
of detection events taken over 10 000 pulses and dividing the
histogram by 10 000. The solid lines in Fig. 5 are the mea-
sured results and the dashed lines are Poissonian probability
density functions with the same mean. At low photon fluxes
�1 to 15 photons�, inset of Fig. 5, the detected photon number
distribution are fit with negative binomial distributions to
account for laser intensity noise and background room light.
At high photon fluxes �116 to 2903 photons�, both the mea-
sured and Poissonian distributions approach a Gaussian
shape.

The timing jitter of each individual APD is typically
smaller than the 0.5 ns counter resolution. Since readout ICs

with higher clock rates are being planned, it is important to
characterize the actual timing jitter of the APD. The timing
jitter of each pixel can be obtained from a “knife-edge”
measurement—except that this knife edge occurs in time
rather than space. The relative laser pulse-to-APD trigger
delay can be tuned with picosecond resolution with the dual-
channel pulse generator. The APD timing jitter is obtained by
tuning the laser pulse-to-APD trigger delay in 100 ps steps,
histogramming the photon arrival times from one APD in the
array, and measuring the energy in one of the 0.5 ns time
bins versus delay. The time bin is assumed to have a square
shape. As the delay is swept, the optical pulse is swept
through the selected time bin and the integrated signal in-
creases as the optical pulse enters the selected time bin and
then decreases as the optical pulse passes the selected time
bin. The integrated signal in a single histogram time bin is
plotted as a function of delay in Fig. 6 and the width of the
plot is related to the timing jitter, optical pulse width, time
bin width, and trigger jitter. Assuming that the trigger jitter is
negligible and that the timing jitter and pulse shape are
Gaussian, we can fit the data �circles� in Fig. 6 with the
theoretically expected shape �solid line�. The solid line in
Fig. 6 corresponds to a Gaussian with a standard deviation of
150 ps convolved with a 0.5 ns time bin. The rms timing
jitter is 133 ps assuming an optical pulse width of 70 ps. The
slight deviation of the theoretical curve from the data is due
to the fact that �1� the timing jitter and optical pulse shape
are not perfect Gaussians and �2� that the time bin is not
perfectly square shaped.

IV. SUMMARY

We have demonstrated a 10-bit resolution photon-number-
resolving detector sensitive 1.06 �m light with 33% detec-
tion efficiency, a dark count rate of 160 000 counts/ s per

FIG. 5. �Color online� The probability of occurrence as a func-
tion of the number of detection events for different incident power
levels. Solid lines are experimentally measured values and dashed
lines are theoretical curves corresponding to Poisson statistics for
116, 1156, and 2903 photons. The data are fit to a negative binomial

distribution �13� with �M , K̄� equal to �2.0,1.1�, �2.6,1.9�, �4.0,3.1�,
and �6.0,5.5� for 1, 4, 7, and 15 photons, respectively. The param-
eter M represents the number of degrees of freedom of the intensity

within the measurement interval and K̄ is the average number of
photoelectrons.

FIG. 6. �Color online� Integrated signal in a single histogram
time bin as a function of delay. The data are shown with circles and
the solid line is a theoretical fit corresponding to an rms timing jitter
of 133 ps, pulse width of 70 ps, and time bin of 500 ps.
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pixel, and 133 ps timing jitter. This is the highest number of
bits of resolution reported to date and the increased dynamic
range enables new applications in coherent laser radar and
3D laser radar. By using an array with digital electronics
behind every pixel, the measured count rate is not affected
by multiplication noise in the detector or electrical noise
from analog readout. The only sources of noise are the dark

counts and the shot noise. Using part of the APD array al-
lows one to trade off resolution for reduced dark counts.
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