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Although the outer shapes of molecular orbitals �MO’s� are of great importance in many phenomena, they
have been difficult to be probed by experiments. Here we show that metastable helium �He*� atoms can
sensitively probe the outer properties of molecules and that an electron spectroscopic technique using velocity-
selected He* atoms in combination with classical trajectory simulations leads to a consistent determination of
MO functions and the molecular surface. MO functions composed of linear combinations of atomic orbital
functions were fitted to the observed collision energy dependences of partial ionization cross sections
�CEDPICS�. The obtained CEDPICS MO functions were compared with conventionally available Hartree-
Fock, Kohn-Sham, and Dyson orbitals.
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I. INTRODUCTION

The concept of molecular orbitals �MO’s� plays a central
role in understanding molecular structures and chemical re-
activity. Its importance has been supported by successful ap-
plications of quantum chemical methods to explain a variety
of experimental results. Although MO’s are introduced on
purely theoretical grounds, it has been an interesting subject
�1� whether MO functions can be determined by experimen-
tal studies. In recent years, the observation of MO shape has
been attempted by several methods. The electron diffraction
technique combined with x-ray diffraction has first revealed
d-orbital holes in copper oxide �2�, and scanning tunneling
microscopy �STM� has been used to visualize distorted or-
bitals on a solid surface �3�. For isolated molecules, electron
momentum spectroscopy �EMS� �4,5� is used to image MO
densities in momentum space. High-harmonic generation in
an intense laser field was utilized for visualizing the highest
occupied MO of N2 �6�. A few experimental attempts have
also been made for fitting the MO shape to the momentum
distributions of EMS �5� or the ionization intensities of two-
dimensional zero-kinetic-energy �ZEKE� photoelectron spec-
troscopy �7�.

It is an interesting problem to compare the shape of fitted
MO’s to an experimental data set with those of calculated
MO’s in various levels of theory, such as Hartree-Fock �HF�
orbitals in a single determinant self-consistent-field �SCF�
theory �ab initio method� �8�, Kohn-Sham �KS� orbitals in
the density functional theory �DFT� method �9,10�, and
Dyson orbitals for ionization processes �11–13�. These theo-
retical MO’s are expected to show more or less different
electron distributions from each other, especially in their ra-
dial dependence at long distances from molecules. However,
a comparison of an experimentally fitted MO set with theo-
retical MO’s �SCF MO’s by the HF and KS methods and
Dyson orbitals� has been difficult due to a limited experi-
mental resolution for obtaining a spatial extent of orbitals or
radial behavior of transition probabilities.

Here we wish to report the determination of MO functions
by atomic collision experiments. Different from other meth-
ods using photons or electrons, ionization of molecules by
collisions with excited atoms in a metastable state such as
He*�2 3S� is an excellent technique to probe the outer prop-
erties of molecules �properties in the region far from nuclei�,
which are of great importance in many aspects of chemical
and physical phenomena that occur when a molecule con-
tacts with other species.

When a molecule �M� collides with a He*�2 3S� atom, an
electron transfer process can occur to yield an ion of M �Mi

+�
and the ground-state He atom together with an ejected elec-
tron �e−�;

He*�2 3S� + M → He + Mi
+ + e−, �1�

where i stands for a specific ionic state of M which can be
accessible with the excitation energy of He �19.82 eV�. This
process is known as Penning ionization �14� in which analy-
sis of the kinetic energies �Ee� of the ejected electrons gives
Penning ionization electron spectra �PIES� �15–18�. Penning
ionization probabilities are shown to be strongly governed by
the overlap between the He 1s orbital and the MO to be
ionized �19,20�, based on the fact that Penning ionization is
considered as a two-electron rearranging process �21,22�,
where an electron of M is transferred into the 1s orbital ��1s�
of He and the electron in the excited 2s orbital ��2s� of He*

is ejected to continuum ����. Since Penning ionization is
triggered by collisions, a potential energy surface V* between
a He* atom and M also plays a crucial role for the ionization
probability. Because of a strong repulsive force between a
He* atom and M, the outer part of MO’s is probed sensitively
in Penning ionization. Therefore, the outer orbital of M is
easily ionized, whereas the inner orbital is not, reflecting the
magnitude of the overlap with the He 1s orbital �19,20�. It is
noted that the V* represents the target molecular surface
which can be defined as minimum distances between He*

and M as a function of the collision energy �Ec� and that the
change of the molecular surface with Ec leads to the change
of effective overlaps between the He 1s orbital and the target
MO’s.*Electronic address: ohnok@qpcrkk.chem.tohoku.ac.jp
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When the molecular surface is soft against He*, the larger
the Ec becomes, the deeper the electron density can be
probed, and hence the ionization cross section ��� increases
rapidly with the Ec. On the other hand, for the hard molecu-
lar surface, only a small increase of the ionization cross sec-
tion occurs with the increase of the Ec. Niehaus formulated
the collision energy dependence of Penning ionization cross
sections for atomic targets on the basis of classical collision
theory �16�. When a weak long-range attractive interaction
can be negligible to describe the collision dynamics, the
slope m of log��� vs log�Ec� is expressed by m=B /D−1/2,
provided that the dependences on the internuclear distance R
for the ionization probability ��R� and the interaction poten-
tial V*�R� are of the type ��R�=A exp�−BR� and V*�R�
=C exp�−DR�, respectively �16�. Therefore, as the repulsive
wall of the interaction becomes harder �large D�, the colli-
sion energy dependence of the ionization cross section be-
comes weaker �small m�. In the case of molecular targets, the
collision energy dependence of Penning ionization cross sec-
tions �CEDPICS� �23,24� for individual ionic states corre-
sponding to target molecular orbitals can be obtained by two-
dimensional Penning ionization electron spectroscopy
�25,26�, and the slope of CEDPICS often depends on the
ionic states because of anisotropy of � and V*.

A recent experimental improvement has made it possible
to detect state-resolved electrons as a function of the time of
flight of He* by using both a sufficiently strong He* beam
source �1.6�1015 atoms s−1 sr−1� �24� and a liquid nitrogen
cooling to control the velocity distributions �27�. According
to the theories on Penning ionization �28�, CEDPICS can be
computed with ionization probabilities ��i� and interaction
potentials V* combined with classical trajectory simulations
�29,30�. It follows that simulations based on the theoretical
model so as to obtain a good agreement with the observation
by a new experimental apparatus �27� lead to consistent ex-
perimental determination of MO functions �ionization prob-
abilities�, and the molecular surface �V* functions�.

II. METHODS

A. Ionization widths

According to the golden rule formula of Penning ioniza-
tion �31�, the ionization width ��i� for producing the ith ionic
state of M is given by

��i� = 2���i���	0�V�	�i���2, �2�

where ��i� is the density of final states that is related to a
normalization of the continuum wave function, V is the elec-
tronic Hamiltonian �actually, 1 /r12�, and 	0 and 	�i� are the
electronic wave functions for the initial �He*+M� and final
�He+Mi

++e−� states, respectively. The wave functions for the
system can be given as products of the wave functions of M
�
0

N for the neutral ground state with N electrons, 
i
N−1 for

the ith cationic state with �N−1� electrons, the He atom ��He*

for the excited state, �He for the ground state�, and the
ejected electron ����,

	0 = 
0
N�He*, �3�

	�i� = 
i
N−1�He��. �4�

The matrix element of Eq. �2� thus can be expressed as

�	0�V�	�i�� � �
0
N�He*�V�
i

N−1�He��� . �5�

Penning ionization is considered as a two-electron rear-
ranging process �21,22�, where an electron of M is trans-
ferred into the 1s orbital ��1s� of He, and the electron in the
excited 2s orbital ��2s� of He* is ejected to the continuum
����. Based on well-established treatments for electron trans-
fer rates �32� and MO theories �33�, a two-electron exchange
integral can be converted into the product of overlap inte-
grals,

�	0�V�	�i�� � �
0
N�
i

N−1�1s���2s���� , �6�

where the overlap between the neutral and ith cationic wave
functions of M, �
0

N �
i
N−1�, can be denoted as a Dyson or-

bital �i
Dyson �11� and Eq. �6� is thus rewritten as

�	0�V�	�i�� � ��i
Dyson��1s���2s���� . �7�

It is of note that the ionization width ��i��R� of Penning
ionization for molecular targets depends on the relative ori-
entation R of M to a He* atom, since the magnitude of over-
lap integrals in Eq. �7� is a function of the position of He*.
However, as discussed by Miller and Morgner �22�, the over-
lap between the He* 2s and continuum orbitals ���2s �����
does not strongly depend on the position of He*, and it can
be replaced by a scaling factor. Thus, the ionization probabil-
ity producing the ith ionic state of M can be evaluated by the
overlap between the 1s orbital of He and an orbital of M to
be ionized,

��i� = k�i����i
Dyson��1s��2, �8�

where k�i�=2���i����2s �����2 is a parameter to be deter-
mined in order to reproduce experimental branching ratios.
It should be noted that the Dyson orbital ��i

Dyson

= �
0
N �
i

N−1�� is defined by the exact wave functions for both
the neutral and ionic states. It follows that the Dyson orbital
is a one-electron orbital without approximation, whereas a
conventional SCF MO in the HF �ab initio� or the KS �DFT�
scheme will appear in Eq. �8� ���i�=k�i����i

HF ��1s��2 or ��i�

=k�i����i
KS ��1s��2� if the approximate wave functions for M

and Mi
+ are used in Eq. �5�.

B. Classical trajectory calculations

In the present study, the classical trajectory method was
used for simulations of CEDPICS. The ionization cross sec-
tion ��i� for producing the ith ionic state of M can be ob-
tained as a function of Ec by the following equation with an
averaged ionization probability P�,L

�i� :

��i��Ec� =	 2�bP�,L
�i� �b;Ec�db . �9�

Here, at a given collision energy Ec, initial conditions for the
impact parameter b, the molecular orientation �, and the
direction of the angular momentum vector L are randomly
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generated. Since the ionization probability for molecular col-
lisions depends not only on b but also on molecular orienta-
tion ��� and rotation �L�, it should be averaged over them to
give the collision energy dependence of the ionization cross
section ��i��Ec�.

In each trajectory with a set of initial conditions �Ec, b, �,
L, etc.�, physical quantities can be expressed as a function of
time t. The time evolution of the relative motion between the
center of mass of M and the He* atom is determined by the
equations of motion, in which the intermolecular forces are
evaluated by the gradients of the interaction potential func-
tions V*. Therefore, CEDPICS is a functional of both ��i� and
V*. The partial ionization probability P�i� with specific b and
Ec can be determined by integration of the partial ionization

probability in a time interval dt,
��i�(r�t�)


 dt, over a whole span
of t,

P�i� = 	
0

�

S�t�
��i�

„r�t�…



dt , �10�

where a statistical survival factor S�t� for the metastable He
atom at a particular time t can be estimated by using the
integrated total ionization probabilities 
iPint

�i� before time t
�S�t�=1−
iPint

�i��. By changing initial collision energy Ec,
theoretical CEDPICS can be obtained by the classical trajec-
tory calculations.

C. Optimizations

As an initial guess of MO functions used for estimations
of ��i�, SCF MO’s with the minimal basis set were used, and
the optimization was performed under a double-� frame-
work. Therefore, the MO functions to be determined were
expressed by a linear combination of atomic orbitals �
�LCAO�,

�i = 

p

M

Cip�p + 

q

M

Ciq�q, �11�

where the basis set � is the Slater-type orbital expanded by
six Gaussian-type orbitals. The LCAO expansion coefficients
and the basis set exponents were set to be variable param-
eters for �i. The parameter fit for �i is constrained by the
orthonormality condition and the conservation of orbital
symmetries.

In order to perform efficient optimization of V*, a suitable
initial guess of V* is required. Since interaction potentials are
mainly related to the outermost electrons, one electron addi-
tion into the 1s vacancy leads to the use of a Li�2 2S� atom in
place of a He*�2 3S� atom to obtain crude interaction poten-
tials VLi. This Li model is reasonable as an initial guess,
because the resemblance between a Li�2 2S� atom and a
He*�2 3S� atom has been confirmed by many experimental
studies �34–38�. On this basis, the ab initio Li model poten-
tial energy surface VLi�r ,�� calculated by using a Li�2 2S�
was then modified with correction terms. Since the interac-
tions between atoms and molecules are essentially governed
by the overlap between wave functions, the correction terms
were introduced with an exponential function �39�

V*�r,�� = VLi�r,�� + correction terms

= VLi�r,�� + exp�− r/B�

l=0

2

AlPl�cos �� , �12�

where anisotropic correction was expressed by Legendre
polynomials Pl�cos ��. Exponent B and Legendre expansion
coefficients Al were set to be parameters for V*.

A nonlinear least-squares fitting method was employed,
where V* and �i are modified in order to minimize the fol-
lowing residue �2:

�2 = 

i,Ec

w�i��Ec���expt
�i� �Ec� − �calc

�i� �Ec��2, �13�

where �expt
�i� �Ec� and �calc

�i� �Ec� are observed and calculated
partial Penning ionization cross sections as a function of Ec,
respectively, and i represents ionic states, and a weighting
factor w�i��Ec� associates with experimental errors. The opti-
mization step was determined by the modified Marquardt
method �40�, and the gradient vector and the Hessian matrix
for obtaining the step were updated based on the hybrid
method proposed by Powell �41�. By changing the k�i� pa-
rameters �Eq. �8�� and the parameters for �i �Eq. �11�� and V*

�Eq. �12��, the trajectory simulations for CEDPICS were re-
peated in order to minimize Eq. �13�.

III. RESULTS AND DISCUSSION

Figure 1 shows CEDPICS for N2 by collision with
He*�2 3S� atoms, in which experimental CEDPICS with a
wide Ec range �Ec=20–300 meV� was taken from Ref. �27�.
Ionic states X�2�g

+�, A�2�u�, and B�2�u
+�, produced for

N2+He*�2 3S�, are assigned to one-electron removal from
the 3�g, 1�u, and 2�u MO’s of N2, respectively. Different Ec
dependences of the ionization cross sections reflect the inter-
action potentials around different parts �collinear or perpen-
dicular directions to the molecular axis� of a nitrogen mol-
ecule depending on the electron distributions of the
corresponding MO’s �24,30�. The ionization cross section for
the 2�u state most rapidly increases as an increase of Ec. The
CEDPICS for the remaining two 
 states also show signifi-
cantly different behavior from each other, especially in the
lower-Ec range. The dashed lines in Fig. 1 represent the ini-
tial guess before optimization, where the SCF MO’s with the
minimal basis and the Li-model interaction potential VLi
were used for the simulations. As shown by solid lines, simu-
lated CEDPICS with optimized MO’s �CEDPICS MO’s� and
V* fit well with experimental CEDPICS in the whole Ec
range.

In Fig. 2�a�, potential energy is shown as contours for
arbitrary positions of a ground-state He atom �VHe�, of a
metastable He* �2 3S� atom �VHe*�, and of a ground-state Li
�2 2S� atom �VLi� against a N2 molecule. Depending on the
MO distributions, � and � orbitals are effectively ionized
when a He* atom approaches the collinear and perpendicular
directions of the molecular axis, respectively. Table I lists
optimized parameters for V* in Eq. �12� and k�i� for ioniza-
tion widths in Eq. �8�. Since interaction potentials are mainly
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governed by the outermost electrons, the interaction poten-
tials with the ground-state He atom should be considerably
different from those with the He*�2 3S� atom. The experi-
mental VHe* is really remarkably different from the calcu-
lated VHe for the ground-state He atom, whereas it is rather
similar to VLi, because the outermost 2s electron of He* or Li
governs the interaction potential in both cases. The obtained
VHe* in Fig. 2�a� demonstrates the resemblance between He*

and Li atoms proposed in earlier studies �34–38�.
As can be seen from the optimized parameters listed in

Table I a significant difference between VHe* and VLi should
be noticed. Since the present CCSD�T� calculations for VLi
cannot completely take electron correlations into account,
the lack of electron correlation in VLi was made up for in the
negative isotropic correction term �A0=−1360 meV�. The
anisotropic correction term A2=393 meV reduces the inter-
action energy in the perpendicular directions to the molecular
axis more than in the collinear directions. This indicates that
the interaction between He* 2s and unoccupied �* orbitals of
N2 is responsible for the dominant contributions in the cor-
rections, since He*�2 3S� has a shallower 2s orbital energy
than Li. Furthermore, the optimized value �1.016 Å� of the B
parameter is comparable to the order of exponential decay
for unoccupied MO’s rather than occupied MO’s. Compari-
son of ionization potentials �He*, 4.768 eV; Li, 5.392 eV�
and 2s-2p energy gaps �He*, 1.144 eV; Li, 1.848 eV� be-
tween He*�2 3S� and Li�2 2S� can explain the considerable
reduction of the sizes of the molecular surface from VLi to

VHe*, which is consistent with a previous study �30�.
The optimized k�i� parameters in Table I show a consistent

trend to previous studies �30,39�; the larger the ionization
energy becomes �the smaller the kinetic energy of ejected
electron Ee�, the larger the respective k�i� parameter is
�k�X��k�A��k�B��. This tendency is at least partly due to the
density of final states ��i� in Eq. �2� �k�i�=2���i����2s �����2�.
With a normalization of the Coulomb radial function for
ejected electrons, the density of final continuum states be-
comes 2���i�=4/�2Ee in a.u. �42�. Moreover, the energy gap
between the He 1s orbital and the target ionized orbital may
also be responsible for this tendency. The two electron inte-
grals related to electron transfer may have larger values
when the energy gap becomes smaller, although this effect is
not included in Eq. �8� after employing the Mulliken ap-
proximation �33� and is effectively included in k�i� param-
eters.

TABLE I. Optimized parameters Al and B in the potential cor-
rection terms of exp�−r /B�
l=0

2 AlPl�cos �� and k�i� parameters for
ionization widths in Eq. �8�.

Parameter N2+He*�2 3S�

B �Å� 1.016

A0 �meV� −1360

A2 �meV� 393

k�X� �eV� 5.02

k�A� �eV� 6.66

k�B� �eV� 7.94

FIG. 1. �Color online� Observed and simulated collision energy
dependence of Penning ionization cross sections �CEDPICS� for
N2+He*�2 3S�. Observed partial cross section for X �circle�, A �tri-
angle�, and B �square� states. Experimental statistical errors are as
large as the size of the markers except for the edge of the low-
collision-energy side. Simulated CEDPICS are drawn with solid or
dashed lines by using optimized MO’s in a valence double-�-type
basis �CEDPICS MO� and SCF MO’s in the minimal basis set
�SCF-Min�, respectively.

FIG. 2. �Color online� �a� The contour map of the potential
energy surface around a N2 molecule in interaction with various
atomic probes. The energy spacing is 50 meV from 0 meV to
800 meV. VHe and VLi were calculated by CCSD�T� /6-311+G*. �b�
Electron density contour maps for various MO’s corresponding to
the observed three ionic states for N2. The density of the nth con-
tour line increases from the outermost value of 1.0�10−7 a.u.−3

with a proportionality constant of 4n−1.
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Figure 2�b� shows electron density contour maps for vari-
ous MO’s corresponding to the observed three ionic states
for N2. The fitted MO’s �CEDPICS MO’s� are compared
with three types of theoretical MO’s: SCF MO’s with the
minimal basis �SCF-Min�, SCF MO’s in the near-HF limit
�HF�, and B3LYP �KS� orbitals in DFT. By using a large
basis set composed of 138-contracted Gaussian type orbitals
��7s6p4d2f� CGTO�, SCF MO’s in the near-HF limit were
obtained. The �7s6p� CGTO of the cc-pV6Z basis was com-
bined with the �4d2f� CGTO used in the study by Feller et
al. �43�. KS orbitals were obtained with the same basis used
for the HF calculations by using the B3LYP functional �44�.

Since the electron densities of SCF-Min MO’s are mainly
concentrated around the nuclei, the magnitude of the overlap
integral, which plays an essential role in determining
CEDPICS, increases very rapidly as a He*�2 3S� atom ap-
proaches the shorter distances. The electron distributions of
CEDPICS MO’s are shown to be comparable to those of the
precise theoretical MO’s, although even the number of pa-
rameters to represent CEDPICS-MO �16-CGTO� is consid-
erably �8.5 times� smaller than that of the HF and KS orbitals
�138-CGTO�.

In order to compare CEDPICS MO’s with theoretical
MO’s in detail, the electron density �e

�i��r� of individual
MO’s is plotted as a function of distance r from the center of
mass of a N2 molecule in Fig. 3. It is clear from Fig. 3 that
the electron density of SCF-Min MO’s decreases too rapidly
as the increase of distance, and its behavior is considerably
different from those of other MO’s. Different from the SCF-
Min MO’s, CEDPICS MO’s are comparable to more precise
theoretical MO’s. It should be noted that KS orbitals are
more extending outside than HF orbitals, whereas CEDPICS
MO’s are rather more compact than HF orbitals. Figure 3
also shows the results of Dyson orbitals. The Dyson orbital
for the ith ionic state, which is also denoted as a generalized
overlap amplitude or a Feynman-Dyson amplitude, can be
defined as an overlap between a neutral �N-electron system�
and the respective ionic ��N−1�-electron system� wave func-
tions ��i

Dyson��
0
N �
i

N−1��. In practice, however, it is diffi-
cult to obtain reliable Dyson orbitals even by post-Hartree-
Fock methods due to large orbital relaxation and electron
correlation effects. In order to take electron correlations into
account for the wave functions, symmetry-adapted cluster
�SAC� and SAC-CI methods �45,46� were used in this study
to compute approximate Dyson orbitals for N2 with the basis
sets of cc-pV5Z, which was shown to take electron correla-
tions effectively and resulted in better total energy than the
�7s6p4d2f� CGTO basis used to calculate HF and KS orbit-
als. From Fig. 3, theoretical Dyson orbitals are found to be
rather more spatially compact than the HF orbitals. This pro-
pensity agrees with that of CEDPICS MO’s, and it is consis-
tent with the fact that the pole strength in the outer valence
Green’s function method �13�, which is related to the prob-
ability associated with Koopmans’ picture, is always smaller
than unity.

The difference in the radial dependence among the vari-
ous MO’s compared in Fig. 3 can be seen more clearly in
Fig. 4, where logarithmic derivatives of MO electron densi-
ties are shown. It is well known that the electron densities of

all HF orbitals decay at long distance as an exponential func-
tion in which the exponent is determined by the orbital en-
ergy of the highest occupied MO �HOMO� �HOMO �47–49�,

�e
�i��r� = ��i�r��2 
 exp�− 2�0r�,�0 = �− 2�HOMO�1/2,

�14�

where r is the distance from the center of a nitrogen mol-
ecule. The behavior of the decay parameter −2� can be
checked from a logarithmic derivative of the electron den-

sity,
d�ln �e

�i��r��

dr . Table II shows average values of −2� for
CEDPICS MO’s and calculated MO’s in which they were
evaluated within the regions from 2.0 Å to 3.5 Å in Fig. 4.
According to Eq. �14� with �HOMO=−0.61415 a.u. calculated
in the present study, the decay parameters of all three
HF SCF orbitals of N2 �solid line� should converge to
−2�0=−2�−2�HOMO�1/2=−2.22 a.u.1/2 at long range. The
−2� of the present HF orbitals in Fig. 4 is almost constant in
the wide range of the distance r, and the obtained average
values are slightly smaller than −2�0 �=−2.22 a.u.1/2�. The

FIG. 3. �Color online� Electron density of various kinds of MO’s
for N2 as a function of distance r from the center of N2. The direc-
tions are collinear and perpendicular to the molecular axis for � and
� MO’s, respectively. Optimized MO �CEDPICS MO, circle�, and
theoretical MO’s, Hartree-Fock �HF: solid line�, Kohn-Sham �KS:
long dashed line�, SCF with the minimal basis �dotted line�, and
Dyson orbitals with cc-pV5Z �chained line� basis sets are shown.
Shades represent less reliable regions in the collision experiments.
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KS orbitals give larger �negatively smaller� −2� values by
ca. 0.3 for all ionic states than HF orbitals, and this tendency
did not depend on the choice of the functionals in the DFT
calculations. On the contrary, the values of −2� for theoret-

ical Dyson orbitals are rather smaller than the asymptotic
value of HF orbitals, −2�0. For CEDPICS MO’s, the −2�
values are significantly smaller than −2�0.

From Table II and Fig. 4, a state dependence of −2� val-
ues can be noticed. The −2� values for CEDPICS MO’s
clearly depend on the ionic states, and its tendency was dra-
matically changed from those of the original SCF-Min orbit-
als. It should be noted here that the A state of CEDPICS
MO’s shows the smallest −2� value �−2.85� among the ionic
states presented in Table II. However, for Penning ionization,
the most effective distance is often different for � and �
orbitals due to the anisotropic change in molecular surface.
From trajectory analysis, the effective region for the A state
is from 2.0 Å to 3.0 Å where the averaged −2� value for the
� orbital of CEDPICS MO’s is −2.76 a.u.1/2. From this con-
sideration, the −2� value for the A state of CEDPICS MO’s
is thus between X and B states.

For the calculated MO’s �HF, KS, and Dyson orbitals�, the
−2� values for the B state slightly deviate from those for
other states �X and A�. For Dyson orbitals, the state depen-
dence of −2� was studied by Morrison et al. �51�. They
found from expensive computations that each Dyson orbital
corresponding to the ionic states of Li �1,3S, 1,3P, and 1,3D�
has its own characteristic radial behavior determined by the
respective ionization energy Ii �it is noted that Ii is also an
eigenvalue of each Dyson orbital� �51�. By using the ob-
served ionization energies �50�, the expected decay param-
eters −2�2Ii for theoretical Dyson orbitals are listed in Table
II. The relationship between X and B states for the present
Dyson orbitals is consistent with the prediction, but the A
state shows the same −2� as the X state, which may be due
to the quality of the present calculations for Dyson orbitals.
However, to improve the calculated Dyson orbital shape in a
secondary important region for total energy, one needs other
indexes than �ionization� energy, since the present level
�SAC/SAC-CI� of calculation well reproduces experimental
ionization energies within 300 meV.

The previous experimental attempts �5,7� to fit electron
densities of ionized MO’s implied or assumed that Dyson
orbital must be optimized by an experimental data set. Very
recently, the theoretical treatment of high-harmonic genera-
tion in an intense laser field was extended to include many
electron effects and it was reinterpreted as the molecular or-
bital tomography measured Dyson orbitals �52�. Kohn-Sham
orbitals are often sufficient to empirically analyze experi-
mental electron momentum distributions, which was warned
of by Ning et al. who recently revealed a link between the
electron momentum distributions �EMD’s� and Dyson orbit-
als using an electron momentum spectroscopic study in com-
bination with one-particle Green’s function theory �53�.

To study the spatial distribution of Penning ionization
probabilities has some important aspects compared with
other methods using photons or electrons. Nicholson et al.
developed an inversion procedure to obtain Dyson orbitals
from experimental EMS data, which relies on the validity of
the plane- and distorted-wave impulse approximations
�5,54�. Although they presented momentum distributions cal-
culated by using the fitted orbitals and Hartree-Fock orbital
or a double-�-level SCF orbital, the direct comparison of
orbital shape itself between the fitted MO and the SCF MO

TABLE II. Average valuea �in a.u.1/2� of the logarithmic deriva-
tive of electron densities �−2�� for various MO’s corresponding
observed ionic states.

Method

Ionic state

X A B

SCF-Min −3.43 −3.69 −3.47

HF −2.34 −2.34 −2.54

KS −2.02 −2.08 −2.25

Dyson −2.36 −2.36 −2.64

CEDPICS −2.61 −2.85 �−2.76�d −2.77

−2�−2�HOMO �−2�0�b −2.22 −2.22 −2.22

−2�2Ii
c −2.14 −2.22 −2.35

a−2� values �a.u.1/2� in Fig. 4 are averaged in the regions of
2.0–3.5 Å.
bThe asymptotic value for HF orbitals estimated by the present
orbital energy.
cExperimental ionization energies were taken from Ref. �50�.
dThe averaged value over the effective region �2.0–3.0 Å� for the A
state �see text�.

FIG. 4. �Color online� The logarithmic derivative of electron
densities, −2�, for various kinds of MO’s as a function of dis-
tance r.
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was not discussed. Compared with the methods using lasers
�6,7�, He*�2 3S� with the excitation energy of 19.82 eV can
ionize relatively deeper MO’s. Therefore, we can obtain
CEDPICS MO’s for several ionic states in position space at
the same time, and it becomes possible to discuss the differ-
ence in their spatial distributions.

IV. CONCLUSION

The spatial shape of the ionization widths and the inter-
action potential surface were first optimized simultaneously
by using observed collision energy dependence of partial
ionization cross sections �CEDPICS� for He*�2 3S�+N2. The
obtained potential energy surface between He*�2 3S� and N2

was consistent with previous studies. The optimization of the
ionization widths was performed based on the overlap ap-
proximation in which the ionized molecular orbitals of N2
were set to be unknown functions. The electron densities of
SCF MO’s with the minimal basis, which were the initial
guess for the optimization, were dramatically changed by the
experimental data. The spatial extent of the optimized MO’s
�CEDPICS MO’s� is comparable to conventionally available
more precise orbitals, such as Hartree-Fock, Kohn-Sham,
and Dyson orbitals.

By checking the radial dependences of electron densities
for the calculated MO’s, the characteristic behavior of each
MO was found. It is theoretically well known that HF orbit-
als decay at long distance as an exponential function in
which the exponent is determined by the orbital energy of the
HOMO. The decay parameter in the present KS orbitals

showed slightly larger values, which means the electron den-
sity distributions of KS orbitals are more diffuse than those
of HF orbitals. On the other hand, Dyson orbitals showed
slightly smaller values than the converged decay rate −2�0
for the HF orbitals. CEDPICS MO’s showed substantially
smaller values of −2�.

Although the most rigorous description of ionized MO’s
is known as Dyson orbitals, it is difficult to get information
on the shape of Dyson orbitals from both theory and experi-
ment. Theoretical difficulties in obtaining the Dyson orbital
shape lie in the treatments of electron correlations and orbital
relaxations. Although most of the theoretical improvements
are focused on eigenvalues �ionization energies�, Hartree-
Fock, Kohn-Sham, and Dyson orbitals are expected to show
different spatial structures, such as the spatial extents of elec-
tron densities and the decay rates of the densities.

A direct comparison between an experimentally fitted MO
and theoretical MO has been difficult so far, because of the
complex theoretical treatment of the dynamical process and
experimental resolution in the space of orbitals or transition
probability. In this study, a collisional ionization experiment
was first used to examine the shape of MO’s within the
present model of analysis.
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