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The subsystem compatibility problem, which concerns the question of whether a set of subsystem states are
compatible with a state of the entire system, has received much study. Here we attack the problem from a new
angle, utilizing the ideas of convexity that have been successfully employed against the separability problem.
Analogously to an entanglement witness, we introduce the idea of a compatibility witness, and prove a number
of properties about these objects. We show that the subsystem compatibility problem can be solved numerically
and efficiently using semidefinite programming, and that the numerical results from this solution can be used
to extract exact analytic results, an idea which we use to disprove a conjecture about the subsystem problem
made by Butterley et al. [Found. Phys. 36, 83 (2006)]. Finally, we consider how the ideas can be used to tackle
some important variants of the compatibility problem; in particular, the case of identical particles (known as
N-representability in the case of fermions) is considered.
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I. INTRODUCTION

The fact that quantum mechanical particles can be en-
tangled with each other leads to a notion of compatibility of
quantum states. Given a finite system of quantum mechanical
particles, the reduced states of a subset of these particles
must arise from the partial trace of some density state of the
entire system, and as a result the subsystem states cannot be
arbitrary positive operators of trace one. A simple example
comes from the monogamy of entanglement: If two particles
A and B are in a maximally entangled state, any other par-
ticle C cannot be entangled at all with either A or B [1,2].

There are many variants of this problem, but the form
which we will be most concerned with in this paper is the
following [3]: “Given states of all proper subsystems of a
multipartite quantum system, what are the necessary and suf-
ficient conditions for these subsystem states to be compatible
with a single state of the entire system?”” A number of tech-
niques and different approaches have been used to attack this
problem, and many partial results have been obtained in re-
cent years. However, much of the current works on the prob-
lem have concentrated on less general forms of the problem,
and also on the spectral properties of the involved states.

Another problem that has been the topic of even greater
study in quantum mechanics is the separability problem, of
trying to decide when a multipartite quantum state is en-
tangled or separable (not entangled). One approach to this
problem is to use the fact that the set of separable states is a
convex set, and to use all of the geometric facts that follow
from convexity. This turns out to be a very fruitful approach,
and has led to the development of many powerful math-
ematical tools, most notably the idea of an entanglement wit-
ness, for attacking the separability problem (see Ref. [4] for
a review).

What we aim to do here is to utilize the idea of convexity
to attack the compatibility problem. We will show that in the
correct mathematical framework the set of compatible sub-
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system states can be viewed as a convex set. We will define
the notion of a compatibility witness, which can be used to
show when a set of subsystem states is not compatible with a
state for the entire system, and we use these to form the first
necessary and sufficient condition for the compatibility prob-
lem. However, much as is the case with entanglement wit-
nesses, without a full characterization of compatibility wit-
nesses, in practice this theorem is not of any operational use.
Nonetheless, we do prove a number of interesting results
about the nature of compatibility witnesses.

We will show that the ideas of semidefinite programming
[5,6] can be used to numerically solve the compatibility
problem. The inspiration for this lies behind similar applica-
tions of semidefinite programming to the separability prob-
lem [7-11]. We will give a brief overview of semidefinite
programming and illustrate how it can be applied to the com-
patibility problem. Furthermore, we will show how analytic
results can be obtained from the numerical results of our
solution, and we use it to disprove a conjecture of Butterley
et al. [3] concerning the necessary and sufficient conditions
for the compatibility problem involving three qubits (the
simplest nontrivial case).

There are other variants of the problem that we will con-
sider after the main problem. An important situation is one
where we only have partial knowledge of the subsystem
states. Another is the case where we have n identical par-
ticles (bosons or fermions); this problem is of particular im-
portance in quantum chemistry in determining the ground
state energies of a system of identical particles [12]. We will
be able to give solutions to both of these variants using a
modification of the semidefinite program used to solve the
main problem.

II. THE COMPATIBILITY PROBLEM
AND PREVIOUS RESULTS

A. Statement of the problem

Let us first establish some nomenclature. For any Hilbert
space KC, let B(K) be the set of bounded operators on K, and
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let D(K) be the space of density states (i.e., positive opera-
tors of trace 1).

Let H; (i=1,...,n) be Hilbert spaces with finite dimen-
sion d;. Define H=H;®H,®---®H, to be the Hilbert
space for an n-partite quantum system, and define N
={1,...,n}. A set of states on every proper subsystem then
corresponds to a set of operators p, € B(®;.4H;) for every
ACN.

The compatibility problem asks the following question:
given p, for all ACN, what are the necessary and sufficient
conditions for these states to be compatible with a state p
eH,ie.,

pa=Tiyup, (1)

where Try represents the partial trace on systems H; for all
i € X. We say the set of subsystem states are incompatible if
no such state can be found.

Some obvious compatibility conditions arise from the fact
that two states describing overlapping systems must yield the
same reduced states when the overlap is traced out. Formally,
we can state this as follows: if A,B,CCN,ANB=ANC
=@, then

Trg(paup) = Tre(pauc) - (2)

Even in the simplest case of three qubits, there is no
known solution to this problem, and there is no analytic way
of determining whether an arbitrary set of subsystem states is
compatible with a full description of the system (or not).

B. Summary of current results

There are very few known necessary criteria for the gen-
eral form of the compatibility problem as stated above. The
following theorem is an example of such a condition:

Theorem 1. Let py=Tryup (where ACN={1,...,n}) be
the reduced states of a n-party state p. Then, defining

A= (- D)Mip, 3)

ACN

(where p,4 here is padded out with identities on the traced out
systems), then if n is odd, A=0. If all of the systems are
qubits, then A<1 also.

This was proved in the case of three qubits in Ref. [3].
and the result in its full generality can be inferred from Ref.
[13]. Furthermore, through a study of the classical analog of
the compatibility problem, it was conjectured in Ref. [3] that
in the case of three qubits, the condition 0 <A <1 is not only
necessary for subsystem state compatibility, but also suffi-
cient. The three party case is also studied in detail in Ref.
[14], where a number of necessary conditions on the spectra
of any three-party state and its two-party reduced states are
produced.

The fact that we only have necessary conditions reflects
the difficulty in the problem. A set of subsystem states can be
proved to be incompatible if they violate any of these neces-
sary conditions. However, the only sufficient conditions we
have amount to checking whether the subsystem states are
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compatible with a specific state p e B(H), and checking
these conditions for all possible states is not operationally
feasible.

There do however exist many results in more constrained
versions of the problem. One question that has been particu-
larly studied is the following: What are the conditions on the
spectra of the one-particle reduced states for the full state to
have a given spectrum? For example, a pure state has a par-
ticular spectrum, and the necessary and sufficient conditions
on the spectra of the one-particle states for them to be the
reduced states of a pure state are derived for any number of
qubits by Higuchi er al. in Ref. [15], for three qutrits by
Higuchi in Ref. [16], and for two qubits and a four-
dimensional system by Bravyi in Ref. [17]. A set of neces-
sary conditions were proved for any number of arbitrary sys-
tems by Han et al. in Ref. [18]. Finally, the most general
form of the problem was solved by Klyachko [19], using
methods of symplectic geometry similar to those used by
Klyachko to solve a long-standing conjecture by Horn, who
conjectured a set of inequalities answering the question
“What are the possible spectra of a sum of Hermitian matri-
ces with given spectra?” Related to this is the work of Daf-
tuar and Hayden [20], in which the possible spectra of a
one-party reduced state of a bipartite state are determined.

As mentioned already, most of this work concentrates on
establishing relationships between the spectra of the reduced
and (where one can exist) the total states. In this work we
intend to move away from this focus and concentrate more
on the geometric aspects of the problem at hand.

Other works that establish analytic results about the prob-
lem include the work of Christandl and Mitichison [21], in
which a connection between this problem and the represen-
tation theory of the symmetric group is obtained, and the
work of Jones and Linden [22], in which a system of qubits
is considered, and it is shown that if we are given all the
reduced states of more than one-half the number of qubits,
there is almost always at most one pure state compatible with
these subsystem states.

Another important variant of the problem is the case of
identical particles. This extra condition places more con-
straints on the density state for the entire system, as pure
states of bosons (fermions) are symmetric (antisymmetric)
under exchange of any two particles. A compatibility prob-
lem that has received particular attention is one that has be-
come known as the N-representability problem—this is the
case when we have N identical fermions. The necessary con-
ditions on the one-party reduced states was solved by Cole-
man.

Theorem 2. (Coleman [23], Corollary 4.3A.) A density
matrix p is the reduced one-party state of a system of N
fermions if and only all of its eigenvalues are bounded above
by 1/N.

The necessary and sufficient conditions on the two-party
reduced state however are still not known, and have been of
great interest in the field of quantum chemistry, since know-
ing the conditions on the 2-party states would allow the cal-
culation of the ground state energy of an N-fermion Hamil-
tonian involving two-body interactions only from the 2-party
state and an effective two-body Hamiltonian. This is still a
topic of active research (see Ref. [12] and references
therein).
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Finally, there has been some research on the complexity
of the compatibility problem. Specifically, it has been shown
that when we have partial knowledge of the reduced states
(specifically, a number of reduced states that is polynomial in
the number of quantum systems, each describing a number
of systems less than some constant), the corresponding com-
patibility problem is QMA complete [31,32] and hence also
NP hard. It was also shown very recently in Ref. [24] that the
specific N-representability problem where we are given the
2-party reduced state is also in the complexity class QMA
complete. In this paper we will not be concerned with de-
tailed analysis with respect to complexity classes, but we
will discuss the computational efficiency and complexity of
the algorithms involved.

III. CONVEXITY AND THE COMPATIBILITY PROBLEM

In this section we will use the ideas of convexity on the
compatibility problem, and introduce the notion of a compat-
ibility witness, a tool that will allow us to detect sets of
subsystem states that are not compatible with an overall
State.

A. Compatible states as a convex set

Let us define H(k)=®j€NJ¢kHj (i.e., system k removed
from the tensor product), and let us define O C GBLIB(H(‘))
by

0={0=(0,,...,0,)|0;, e B(H"),0]=0}.  (4)

We define an inner product on this space by

n

(A,B)= X Tr(A;B,). (5)

i=1
This space is a natural space to define the set CC O by

C:{P: (pl’ ’Pn)|Pj:TrjP for some pE D(H)} (6)

This is the set of compatible subsystem states, or more pre-
cisely, the set of vectors of the n states of n—1 systems
obtained from the partial trace of a full state p (p; corre-
sponds to the state on H"). The states of a smaller number
of systems can then be obtained from partially tracing an
appropriate (n—1)-system state.

The compatibility problem can now be cast in the follow-
ing form: Let o=(0,...,0,) be a vector of the n states of
n—1 systems. We are then trying to ascertain whether o lies
in the set C. This is rather similar to the separability
problem—given a state p, we are trying to ascertain whether
it belongs to the set of separable states. This set is convex
and compact, and we will prove the same fact about C.

Proposition 1. C is a convex, compact subset of O.

Proof. We will first prove C is convex. Let p, o € C. Then
p;=Tr; p,g;=Tr; o for some quantum states p,o e B(H). Let
ae[0,1]. Then

ap;+(1-a)o;=Trlap+ (1 —a)o] (7)
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and since ap+(1-a)o e D(H), ap+(1-a)o e C.
Now we will prove C is compact. Define the function
R:B(H)— GBLIB(H(’)) by

R(p)=(Try p, ..., Tr, p). (8)

By definition, R(D(H))=C. Since the trace is a continuous
function, R is a continuous function. Furthermore, D(H) is a
closed and bounded set, and so by the Heine-Borel theorem
[25], it is compact. Finally, the continuous image of a com-
pact subset is itself compact, and hence R(D(H))=C is com-
pact. |

B. Compatibility witnesses

The idea of a entanglement witness arises from the Hahn-
Banach theorem. An important geometric fact that follows
from this theorem is the following [26,27].

Theorem 3. Let Cy,C, be disjoint convex closed sets in a
real Banach space, and let C; be compact. Then there exists
a continuous functional f, and a € R such that, for every
c1€Cy,cy€ Gy, fley) <asflcy).

We can use this theorem to prove a result about elements
of O not in C analogous to the result about entangled states
in Ref. [27].

Proposition 2. Let o€ O, but o ¢ C. Then there exists
W=(W,,...,W,) € O such that (W,o)<0, and (W,p)=0
for all p=(p;,...,p,) €C.

Proof. The one-element set S(o)={o} and C are convex
compact (and hence closed) subspaces of the real Banach
space O. Since also S(o) NC=@, we can apply the above
theorem. Hence there exists a linear functional g: O — R and
a € R such that

g(o) <a=glp) )
for all p e C. By the Riesz-Fréchet representation theorem,

n

g(X) =2 Tr(ViX), (10)
i=1

where V=(V,,...,V,) e O. Now, defining W=V-al/n,
where I=(1,/d,, ...,1,/d,), we obtain that
2 Tr(Wio) <0< 2 Tr(Wip,) (1)
i=1 i=1
which is the required result. |

This result immediately leads to the following theorem.

Theorem 4. Let o € O. Then the (n—1)-party states rep-
resented by o are compatible with a state of the full system
(i.e., o e C) if and only if (W, )=0 for all W € O such that
(W,p)=0 for all pe C.

We call any W satisfying (W,p)=0 for all p e C a com-
patibility witness, and we will denote the set of compatibility
witnesses by W. If (W,p) <0, the subsystem states p are
incompatible, and we say W detects the incompatibility in p.

This is the first example of a necessary and sufficient
condition for the compatibility problem, but (rather like the
similar theorem for entanglement witnesses) it is not imme-
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diately operationally useful, because it requires a complete
characterization of the entire set of compatibility witnesses.

C. Properties of compatibility witnesses

To make the introduction to compatibility witnesses
easier, we will prove a few results about some properties of
compatibility witnesses. The first shows us how to jump be-
tween a compatibility witness and a positive operator char-
acterizing this witness. In all that follows this point, if
AeB(HY), and BeB(H,), then the operator A®B
should be interpreted as being a member of B(H) rather
than B(H”)® B(H,) [for example, if n=3, and A=A, ® A,
e B(H?), then A® B should be interpreted as A; @ B®A;
e B(H)].

Proposition 3. W is a compatibility witness if and only if
the operator p(W) e B('H) defined by

pPW)=2 W, ®1,, (12)

i=1

where 1; is the identity operator on H;, is positive.
Proof. Let p e C be compatible with a state p. We note
that

> Tr(Wip) = Tr[E (W, ® li)p] =Tr(p(W)p) (13)

i=1 i=1

and so the result follows (i.e., if one side is greater than zero,
so is the other). [ |

However, constructing nontrivial entanglement witnesses
is not as simple as taking W; to be positive for all
i=1,...,n, as then Tr(W,o;)=0 for any positive ¢; and so
the compatibility witness W never detects any incompatibil-
ity of subsystem states.

We should note here that the function p is not a one-to-
one function: there exist O € O (not necessarily a compat-
ibility witness) such that p(Q)=0, and hence W' =W+0 is a
compatibility witness such that p(W')=p(W). We will return
to this point later.

The structure of p(W) also implies the following result.

Proposition 4. Let W € O (not necessarily a compatibility
witness), and let T; e B(H,;), with Tr(T;)=0. Then, defining
T=T,® --QT,, Tr(p(W)T)=0.

Proof. Define T =®,..,T,. We see that

Tr(p(W)T) = Tr(Z (W, ® li)T) (14)

i=1

= Te(W,T9)Tr(T)) =0, (15)
i=1

establishing the result. |
This can be reduced to a finite number of conditions by
taking a basis for the subspace of traceless matrices in each
Hilbert space H;, and then forming the tensor product of
these bases [this yields H;‘Zl(d?—l) conditions].
We can also consider this problem in reverse: given a
positive operator Z e B(H), we may want to ascertain
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whether this operator is of the form Z=p(W). This is all
encapsulated in the following proposition.

Proposition 5. Let Ze B(H) be positive, such that
T Z(T,® -+ ®T,)]=0 if Tr(T;)=0. Then Z=p(W) for some
compatibility witness W.

Proof. Let By, (m=l,...,di) be a basis of Hermitian
operators for B(H,) satisfying

1
Bk,m =

1
d_ke Tr(Bk,m) = 5lm’ Tr(Bk,mBk,n) = _5mn
* d

Kk
(16)

and define
Bm = ®Z=lBk,mk- (17)

Define D=dim H=Id; The set {By|m=1,....d%*;i
=1,...,n} forms a basis for B(H), and so we can write

Z= 2 2B, (18)

mel/
where I={m|m;=1,... ,dl.z;i=1, ...,n}, and [from the or-
thogonality conditions (16)], z,,=D Tr(ZB,,). Now define the
set

IC={m|m,-=1,...,di2, i=1,....n;

for some k=1, ...,n}. (19)

mkzl

For Z satisfying the assumptions in the statement of the
proposition, we have that z,,=Tr(ZB,,)=0 for any m & I, as
these basis elements are a tensor product of traceless opera-
tors. Hence Z can be written in the form

Z= 2 zmBm. (20)

melq

When m € [, the basis element B, is of the form B;® 1, for
some i=1,...,n, and so Z is of the form X,W;®1,. Hence
Z=p(W) for some W e O, and since Z is positive, by Propo-
sition 3, W is a compatibility witness. |

Included in the above proof is a method of extracting a
suitable W e W such that Z=p(W). The operators z,,B, for
m e [ in (20) can be used to construct the operators W,
where i is determined by the component of m that equals 1.
Where more than one component equals 1, the operator can
contribute to any of the appropriate W;. This freedom repre-
sents the fact that there is not a unique W e )W satisfying
Z=p(W), but there are in fact many such witnesses.

Another method of finding an appropriate W € W from Z
is through the following proposition.

Proposition 6. Let Z=p(W) for some W € W. Then

_ 1l
gy G

ZN\A ® 1A7 (21)
AcNA#p  da

where dA=HiEAdi’ and 1A= ®i€A1i'
Proof. Using the principle of inclusion-exclusion, we can
express (20) as follows:
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Z= E (_ 1)k+1 E 2 ZmBm (22)
k=1 ACN,|Al=k me/
m=1 when €A
— DAl
- 3 “Pngen, (23)
AcNAzD  da
— 1)l
oy BV, e, (24)
acNA+o  da
which is the required result. |

Equation (21) allows us to express Z in the form 27 ,Z;
®1;, and so find a suitable W. For example, in the case
n=3, given Z=p(W), a suitable W is given by

+

Wl = - 5 (25)
3d1d2d3 d1d3 dl
1 1,eL,®27Z; 1,0Z
W2 - _ 2 3 " 2 13 , (26)
3d,d»ds did, d,
1 ZiolL,ely Z,®1
W’; - il 2 3 " 12 3 ) (27)
37 3d,dyds dods ds

We again see the freedom of choice in VV here, as some of
the terms could appear in more than one of the operators W,,
but we have chosen this symmetric expression. This method
for establishing W from p(W) will be important when we
come to talk about using semidefinite programming on the
compatibility problem.

D. Optimal compatibility witnesses

Given two compatibility witnesses W, W', if W’ detects
all the incompatible subsystem states that W does, we can
discard W and use W’ instead. More generally, we need a
notion of an optimal compatibility witness, a witness which
cannot be replaced by another witness that detects as least as
many incompatible subsystem states.

In Ref. [28], the notion of an optimal entanglement wit-
ness is introduced. As a result, a number of the results and
proofs here are similar to those given in Ref. [28], but with
some differences due to the different structure of this prob-
lem.

In order for the definition of an optimal compatibility wit-
ness to make sense, we must make some restrictions on both
the subsystem states and the witnesses we consider. Define

O.={p € Olp; € D(H,);p;=Trp for some p € B(H)}

(i.e., compatible with a not necessarily positive operator).1
Then if pe O,, We W and O € O, then (W,p)=(W+0, p)
=Tr(p(W)p) i.e., p(W) defines W when considering sub-

'Note that, due to the arguments in Sec. IV C, p € O, if and only
if it satisfies the overlap conditions (2), so deciding whether
p e O, or not is easy.
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system states in O.. We make a further restriction, that
Tr(p(W))=1. We are now ready to make some definitions.

A compatibility witness W is tangential to C if there exists
p € C such that (W, p)=0.

W’ is finer than W if (W,p)<0=(W',p)<0 for all
pe O, (ie., W detects at least as many incompatible sub-
system states as W).

W is an optimal compatibility witness if, apart from W
+0, (where p(0)=0), no compatibility witness is finer than
w.

The normalization constraint means that we are fairly
comparing witnesses (under the above definition aW is finer
than W when a # 0, even though they clealy detect the same
set of incompatible subsystem states). The reason for the
constraint of p to O, will become clear later.

The first observation of note here is that an optimal wit-
ness is also tangential: if

min(W, P) =Npin > 0 (28)
peC
then the witness W’ defined by W/=W;—al;/n is a finer
compatibility witness, and is also tangential to C at the point
p € C that minimizes the above expression. However, since

(W.p) =Tr(p(W)p) (29)

(where p is a state compatible with p), then N, is simply
the minimal eigenvalue of p(W). Hence we have the follow-
ing.

Lemma 1. W is tangential to C if and only if p(W) has a
zero eigenvalue, and W is optimal only if p(W) has a zero
eigenvalue.

Given a nonoptimal compatibility witness W, we may ask
how to produce a finer witness W’ from it. Suppose that the
minimum eigenvalue of p(W) is \". >0, and let P be a
compatibility witness such that (P, p)=0 for all p e O, (not
just the compatible subsystem states), with p(P) having
maximum eigenvalue \° . Then, by Proposition 5, the
operator

A
Z' = p(W) - 2 (p) (30)

defines a compatibility witness W’ which is by definition
Mhin

finer than W, since (W', p)=(W,p)—5"(P,p) <(W,p).
The rest of this section is dedicated to proving the con-
verse of this, i.e., the following.
Theorem 5. A compatibility witness W' is finer than W if
and only if there exists P such that (P,p)=0 for all pe O,
and

p(W)=(1-€)p(W’) + ep(P), €2V

where e (0,1).

Before we are in a position to prove this theorem, we need
the following lemma which is very similar to Lemma 1 in
Ref. [28], and hence the proof is almost identical, with some
small changes. We state the proof here however for com-
pleteness.

Lemma 2. For a compatibility witness W, let Dy={p
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e O |{W,p)<0}, and for two witnesses W, W', define

(W', o)
(W,0)

A= min
oeDy

. (32)

Suppose W' is finer than W, Then the following statements
are true:

(i) (W,p)=0=(W',p)<0,

(ii) (W,p)<0=(W,p)=(W',p),

(i) (W,p)>0=NMW,p)=(W',p),

(iv) N=1, with equality if and only if p(W')=p(W)

Proof. (i) Suppose (W,p)=0, and assume (W',p)>0.
Take o € Dy, and define p(x)=xo+(1-x)p, so that p(x)
€ Dy for xe(0,1). For small enough x € (0,1), we have
(W’ ,p(x))>0, contradicting W’ being finer than W.

(ii) Suppose (W,p)<0. Define o=p+[(W,p)|l, so that
(W, 0)=0. (i) then implies the result.

(iii) Suppose (W,p)>0, and take o € Dy. Define u
=(W,p)o+|(W,o)|p, so that (W,u)=0. Then (i) implies
that (W', u) <0, ie., (W, (W', p)<|(W,p)(W', o). Di-
viding both sides by [(W,a)| >0 and (W, p)>0 yields

W'.p) _ ‘ W'.o)
Wp) | (W.o) |

Taking the infimum with respect to o € Dy, on the right-hand
side of this expression then yields the required result.

(iv) A=1 follows immediately from (ii). Clearly if W
=W’ than A=1. Conversely, if A=1, than (i) and (iii) imply
that (W, p)=(W’,p) for all p e C. Hence if p is a state com-
patible with p, then Ti[(p(W)-p(W'))p]=0. Let p;
=[] for i=1,....D, with the set {|¢)} being an ortho-
normal basis for H. Since Tr(p(W))=Tr(p(W’)), and

D
0=Ti(p(W) = p(W'))] = 2 Te[(p(W) = p(W'))p;] = 0,

i=1

(33)

(34)

we must have Tr{ (p(W)—p(W’))p,]=0 for all i. But the or-
thonormal basis was arbitrary, and this implies that for all
p € C compatible with a state p, we have

(W.p) = (W.p)=Tr{(p(W) - p(W))p]=0  (35)

ie., p(W)=p(W’).

Part (iv) of this result explains the restriction of p to O...
We can only deduce that p(W)=p(W’) from the above, not
W' =W.

Proof of Theorem 5. First suppose that p(W)=(1
—e)p(W')+ep(P), with (P,p)=0 for all pe O, Then
<W’,p):1+6(<W,p>—e<P,p>), and hence if (W, p) <0, then
(W', p)y<0 also.

Conversely, take \ defined as above. Then Lemma 2(iv)
tells us that A\=1. If A=1 then p(W)=p(W’), i.e., the theo-
rem statement is satisfied with P=0. If A>1, then define P
satisfying
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1 1
P(P)=m()\P(W)—P(W')), Ezl_X' (36)

Then by Lemma 2(i)—(iii) above, (P,p)=0 for all pe O,,
and by definition, p(W)=(1-€)p(W')+ep(P) as required.

An example of a witness P with the above property is one
where each P; is positive. But there also exist witnesses P’
where P,-' #0 (since, e.g., we can add al to P; and subtract
al from P;,j#i to form P’ such that (P’,p)=(P,p)=0 for
all pe O,. As a result, checking the condition of Theorem 5
is difficult, but such witnesses P can easily be used to opti-
mize compatibility witnesses as outlined above.

To conclude this section, we note that there are many
more results on optimal entanglement witnesses in Ref. [28]
than we have presented here. However, the difference in
structure in compatibility and entanglement witnesses makes
it difficult to imitate the ideas in Ref. [28].

IV. SEMIDEFINITE PROGRAMMING
AND THE COMPATIBILITY PROBLEM

In this section we outline how the compatibility problem
can be cast in the form of a semidefinite program, which
makes it amenable to solution by numerical means.
Semidefinite programming has been used in a number of
ways to attack the separability problem [7-11], and the ideas
utilized in those papers (particularly those in Ref. [10]) act as
an inspiration for the application here.

We will start by giving a brief and by no means compre-
hensive introduction to semidefinite programming. Interested
readers can refer to Ref. [5,6] for more details. We will then
outline how semidefinite programming can be used to attack
the compatibility problem, and we also illustrate how it is
used to obtain some interesting analytical results, most nota-
bly to disprove the conjecture in Ref. [3].

A. A summary of semidefinite programming

A semidefinite program (SDP) is a minimization problem,
which involves the minimization of a linear function of a
variable x € R™ subject to a linear matrix inequality. For-
mally, the problem is

Minimize ¢ - x subject to F(x) =0, (37)
where
m
F(x) = Fo+ 2 x¢Fyo (38)
k=1
and F,Fy,...,F,, are fixed Hermitian matrices. The minimi-

zation is performed over x € R™. The set of x for which the
inequality F(x)=0 holds is known as the feasible region.
The SDP is termed feasible if this feasible region is non-
empty.

A semidefinite program is an example of a convex opti-
mization problem, since the feasible region is convex, i.e., if
F(x),F(y)=0, then for A €[0,1],

FOAx+ (1 =N)y)=ANF(x)+(1-N)F(y)=0. (39)

It is this convexity that has allowed fast algorithms to be
developed to solve semidefinite programs numerically, and
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details about these algorithms can be found in Ref. [5].

An important structural feature of semidefinite program-
ming is a feature known as duality. Associated with a prob-
lem of the form (37), usually known as the primal problem,
is a so-called dual problem,

Maximize — Tr(F,Z) subject to Z=Z, Z=0,

TH(FZ) = ;. (40)

This dual problem is a semidefinite program as it can be cast
in the form of (37) [5]. There are a number of relationships
between these two problems.

Let x, Z be feasible solutions to the primal and dual prob-
lem, respectively. Then

¢ -x+Tr(FyZ) =Tr(F(x)Z) = 0 (41)

and so —-Tr(FyZ)<c-x, i.e., any feasible x can be used to
compute an upper bound on —Tr(F,Z), and any feasible Z
can be used to compute a lower bound on ¢-Xx.

We say the primal problem is strictly feasible if there exits
x such that F(x)>0 (i.e., a strict inequality is satisfied).
Similarly, the dual problem is strictly feasible if there exists
Z>0 satisfying Tr(F;Z)=c;. If either of the two problems are
strictly feasible, then the optimium values for both problems
are equal [5].

Finally, if X, Z achieve the optimum values for the primal
and dual problems respectively, then (41) implies that
Tr(F(x)Z)=0. However, since F(x)=0 and Z=0, F(x)Z=0.
This is known as the complementary slackness condition.

B. Formulating the compatibility problem as an SDP

We will now discuss how to express the compatibility
problem as a semidefinite program of the form (37). The idea
is this F(x) will represent the potential compatible state, and
the inequality F(x)=0 will correspond to the necessary posi-
tivity of any state compatible with the (n—1)-party states.
Within the definition of F(x), the matrix F, will represent the
part of any compatible state that is fixed by the reduced
states. The other matrices represent the freedom in the po-
tential choice of any compatible state, and as a result do not
change the partial traces of the potential state.

Let B, be the basis elements for B(H) as defined in (17).
Suppose p € B(H) is a quantum state, with Try(p)=p*). Any
p can be written in the form

p= 2 PmBm- (42)

However, defining I,={m|m;=1}, and, for m € I,
By = ®i%kBim, (43)
then we can observe that

Tri(p) = 2 pmBly (44)
mel;
i.e., the condition Tr(p)=p™* fixes p,, for meI,. Since
Ui Lk =I¢ [see (19)], the n partial trace conditions fix py, for
m € I [33]. With this in mind, we define
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BOZ E PmBm- (45)

melc

where the coefficients p,, are fixed by the appropriate partial
trace conditions.

The remaining basis elements (B,,, where m e I\I) are a
tensor product of traceless matrices [since if m & I, m; # 1
for all k, and Tr(B,,)=0 when m# 1], and so yield zero
under tracing of any system. As a result, the operator

B(X)=By+ X XuBm (46)

mel/lo

(where x e RUIHIcD) also satisfies the appropriate partial
trace conditions. Therefore, the compatibility problem has
now been reduced to the problem of finding x such that
B(x)=0.

An equivalent problem is to consider the SDP given by

Minimize 7 subject t0 By+ 2, XpBp+11=0. (47)
mel/lp

The effect of this problem is to find an operator with the
appropriate reduced states with the maximum minimal eigen-
value (given by —1). If >0, then B(x) can never be positive,
and the (n—1)-party states are not compatible with a quan-
tum state of the entire system.

Before we continue, we note that there is a second method
of calculating the fixed operator B,: we note that the expres-
sion for B, given in (45) is similar to that given in (20), and
so the techniques used in the proof of Proposition 6 can be
used to deduce that

—1)Al
PR e Vs

ACNA+Q dA

Pna ® lA’ (48)

where pg (BCN) is the subsystem state for the systems la-
belled by the elements of B obtained by partial traces of
appropriate (n—1)-party states.

C. The dual problem and compatibility witnesses

The dual problem for the compatibility problem is given
by

Maximize — Tr(ByZ) subject to Z=Z", Z=0,
Tr(Z) =1,
Tr(BpZ) =0 for all m e I\ 1. (49)

However, Z=p(W) for some compatibility witness W:
Since N c={m|m;=2,....d;,k=1,...,n}, and By, ... By
forms a basis for the space of traceless operators on H,;,
Proposition 5 implies that Z=p(W) for some W e W.

The upshot of this is that if the optimum value of the dual
problem is positive, the Z which realizes this maximum is
such that Z=p(W), and

0> Tr(ByZ) = Tr[BO<E W, ® 1,-) ] (50)

k=1
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=2, Tr(p,W)) (51)
k=1
=(W,p), (52)

i.e., Wis a compatibility witness that detects the fact that the
(n—1)-party reduced states p; are not compatible with a
quantum state of the overall state [34].

D. Complexity

The SDP (37) involves optimizing over the space R™, and
dealing with the positivity of N X N Hermitian matrices. Nu-
merical SDP solvers are known to have complexity
O(m>N*?) [O(N"?) iterations, each taking time O(m*N?) [5]]
[35].

In our case, if we define D=II,d;, then

(i) the number of variables is equal to |I|-|Ic|+1
=11 (&?=1)+1=0(D?);
(ii) the dimension of the matrices equals D;

and so the complexity of the compatibility SDP is O(D'¥?).
This is polynomial in the dimension of every individual sys-
tem, but is exponential in the number of parties, i.e., if d;
=d, then D=d", leading to exponential complexity in n.
However, the complexity of the algorithm is still polynomial
in the problem size, since specifying the reduced state which
excludes system k involves specifying a D/d; X D/d, Her-
mitian matrix, i.e., (D/ d,()2 parameters. So in total we have a
problem size of

n
5= 0(1)22 cr,f) =0(D?), (53)
k=1

hence the time complexity is bounded above by a polynomial
in s. Hence the problem lies in the complexity class P. The
exponential complexity in n merely reflects the fact that we
must supply an exponentially increasing amount of initial
data in the form of the reduced states.

Note that this does not contradict the results of Ref. [29]
discussed earlier, as the compatibility problem considered
there involves having only a number of reduced states that is
polynomial in the number of quantum systems n, and each
reduced state describes the state of a number of systems be-
low some fixed constant. Hence the problem size here is only
a polynomial in n, leading to very different conclusions re-
garding the complexity of the problem. We will return to this
issue later.

E. New insights from the compatibility SDP

We have produced computer code for the compatibility
SDP using MATLAB and a freely available SDP numerical
solver known as SEDUMI [30]. In much the same way as was
achieved when semidefinite programming was applied to the
separability problem, analytical results can be gained by in-
spection of numerical results due to the accuracy numerical
SDP solvers work to.
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A simple example of this comes from considering the fol-
lowing 2-qubit subsystem states of a three-party system:

pV=p? =p® =W NP,

1
- 1w =—=(00) +[11))
V2

(54)

which are not compatible with an overall state (if qubits 1,2
are in a pure entangled state, then qubit 3 must be in a pure
state, which is not the case here). The primal SDP confirms
this incompatibility, and the dual SDP can be used to deter-
mine a numerical compatibility witness. From this result, an
analytic compatibility witness can be derived that detects this
incompatibility. Let

Z= 5[] + i), (55)

where
|41) =3(1000) - [011) - [101) = [110)),  (56)
) = 2(1001) +[010) + [100) — | 111)). (57)

This can easily be checked to be a compatibility witness by
using Proposition 6. Due to the symmetry of Z, all the three
two-party reduced states of Z are equal,

Zin=Zi3=2Zy3= %(|\I’-><\I’—| +|D (D,

), (58)

1 1
[W_)y=—=(|00)-[11)), |D,)=—=(|01)+[10)), (59)
V2 V2

and all the one-party reduced states of Z are equal to 1/2.
Hence a compatibility witness W corresponding to Z is given
by

Wy=Wy=Ws=— 15+ ([T XV_|+|DXD,|) (60)

which leads to =} | Tr(p"W;)=—1/4, detecting the incom-
patibility as required.

The compatibility SDP can be used to help us produce a
set of 2-qubit reduced states that disproves the conjecture in
Ref. [3]. For the case of 3-qubits, the conjecture states that
P12, P13, P23 are the 2-qubit reduced states of a 3-qubit state p
if and only if

0<A(p)=1-p -py—p3+pp+p3+tpss1, (61)

where the reduced states are padded out with identities as
stated in Theorem 1, and p is the 3-vector of two-party re-
duced states.

Let U:i(|l)(1| ®1®1). Let us define the following
2-qubit subsystem states of a 3-qubit system:

P(k)(P) =(1-p)Tr, g-+p|\ll+><\If+

where p € [0,1]. This set of subsystem states is clearly com-
patible with an overall state when p=0, and incompatible
with any overall state when p=1. We can calculate A(p) for
these reduced states to be

; (62)
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A(p) = (1 = p)1/4+3p/2(|p )y | + | 2){eba))
= p2([p )| + X)), (63)

where

|¢1>=%(3|OOO>+|Oll>+|101>+|110>), (64)
N

2059 0 0
0 24865 1005
0 1005 24865
1 102 0 0
Z=T00000| 0 766 766
~1715 0 0
~1715 0 0
0 —1715 —1715

which can be verified to be positive, to be of the form Z
=p(W) through Proposition 6, and to witness the incompat-
ibility of the above subsystem states for p=1/4. This ex-
ample hence disproves the conjecture given in Ref. [3]. This
witness can also be seen to be an example of the optimiza-
tion process we saw in Sec. III D: Defining

Z' =107 diag(0,0,0,0,2913,23 859,23 859,44 805) + al
(67)

and considering the decomposition Z=(Z+Z')-Z’, then it
can be shown that

(a) Z+Z'=3A(Z+2"),
(b) Z'=p(P),
(c) for large enough «, (P,p)=0 for all pe O,

i.e., Z is an optimization of %A(Z+Z’), and can detect incom-
patibility that the condition A(p)=0 cannot.

V. SOLUTIONS OF VARIANTS OF THE
COMPATIBILITY PROBLEM

This new technique of using semidefinite programming to
numerically solve the compatibility problem can be applied
to important variants of the compatibility problem we have
considered. We discuss these applications in this section.

A. Partial knowledge of reduced states

A simple modification of the problem is to consider a
situation where we are only given a partial subset of the
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o) = %(|001> +[010) +[100) +3[111)),  (65)
J

and hence 0<(y{A|)<1 when p=<1/3. If the conjecture is
true, then when p=<1/3, there should be an overall state
compatible with the above subsystem states. However, the
primal SDP can be used to show this is not true, and produce
a numerical compatibility witness illustrating this fact. From
this, an analytical compatibility witness can be obtained. For
the case p=1/4, it comes from the operator

-102 0 -1715 -1715 0
0 766 0 0 - 1715
0 766 0 0 - 1715
45033 0 766 766 0
(66)
0 46 0 0 -102
766 0 1006 1005 0
766 0 1005 1006 0
0 -102 0 0 228

reduced states. The problem (47) can easily be modified to
solve this problem: The number of basis operators B, that
appear in the fixed operator B, is reduced according to which
reduced states are known, and the coefficients of the remain-
ing basis operators are then determined by the SDP solver.
The dual problem to this program will still produce a com-
patibility witness Z=p(W), but with some extra conditions of
the form Tr(ZB,,)=0 for the the basis operators that are no
longer fixed in the operator B,

The complexity of the problem depends on the problem
size, i.e., the number of known reduced states, and the num-
ber of systems described by these states. Let us consider the
case discussed in Ref. [29] [to reiterate: we have a number of
reduced states p(n), a polynomial in n, each describing a
number of systems less than some constant k]. In this case,
the problem size is O(p(n)), whereas the dimension of the
matrices involved is D, and there are O(D?) free variables
(since fixing polynomially many reduced states describing at
most k systems can only fix polynomially many coefficients
in B,). Hence the complexity is again O(D'¥?), but this is no
longer polynomial in the problem size.

This is simply one complexity scenario we could imagine;
we could place other conditions on the number of reduced
states we know, and how many states they can describe. As
complexity is not our main focus here, we leave these ques-
tions for further investigation.

B. The bosonic and fermionic compatibility problems

If a density state p represents the state of either n bosons
or n fermions, there are some additional constraints that
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much be placed on p. A pure state |¢) € H representing n
bosons must be totally symmetric under particle exchanges
(or swaps between Hilbert spaces); whereas any pure state of
n fermions should be totally antisymmetric under particle
exchanges.

Since we are dealing with identical particles, the n single
particle Hilbert spaces are all identical; let their dimension be
d. Also, let By, be equal for all k to B,,. The total (anti)sym-
metry means that all of the k-party reduced states will be
identical; as a result we will refer to any k-party reduced
state as the k-particle reduced state.

The space of totally symmetric pure states has an ortho-
normal basis {|Sx>}lgxlg...§xngd, where

[ | 172
|Sx> = (nl(X)n—|nd(X)) ES |xp(1)> e |xp(n)> (68)

[where ni(x) is defined to be the number of instances of k
within x]. The projection on this subspace is given by

Pg= 2

XSSy,

S(Syl. (69)

n

A density state p is then totally symmetric if and only if
PspP¢=p. However, since p is positive and of trace one, this
relation is satisfied if and only if Tr(PgpPg)=Tr(p)=1. Fi-
nally, since P§:PS, and by the cyclic property of the trace
function, we have that p is totally symmetric if and only if
Tr(pPg)=1. Noting that Tr(PgpPg) <Tr(p)=1 (because Py is
a projection), we can change the condition to Tr(pPg)=1.
Taking all this into account, we can hence modify problem
(47) to accommodate the totally symmetric condition

Minimize ¢ subject to By + > XmBm+11=0
mell o

—1+4Tr(ByPy) + 2, xp Tr(ByPg) =0 (70)

mell¢

[note that two linear matrix inequalities B;(x)=0, B,(x)
=0 can be combined into one of the form B,(x)® B,(x)
=0, so this really is a semidefinite program].

We can produce a similar SDP for the fermionic case. The
space of totally antisymmetric pure states is spanned by an
orthonormal basis {|Ax>}1$xl<-“<xn$d’ where

|Ax> = \/g 2 g(p)|xp(l)> Tt |xp(n)>’ (71)

Tpes,

where E(p) denotes the sign (parity) of the permutation
p € S,. The projection onto the antisymmetric subspace is
hence given by

Py= 2

X< <x,

|A(A,] (72)

and similarly the semidefinite program for the fermionic
compatibility problem is given by
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Minimize ¢ subject to By + > XmBm+11=0
mellp

—1+Tr(BoPy) + 2 xpTr(BuPy) =0. (73)

mell o

We can reduce the number of free variables in both of
these problems by noticing that for both the bosonic and
fermionic case, the density matrix of n particles is symmetric
under any particle exchange (in the antisymmetric case, |Ay)
is totally antisymmetric, but any operator [A)(A| is symmet-
ric because any factors of —1 cancel out). Hence the density
matrices only depend on symmetrized basis operators
{Bi}lémls~~Sl71nSd’ where

B = (éBmp(k)). (74)

pPES, k=1

Further to this, the two semidefinite programs can be modi-
fied again to deal with cases where we have only partial
knowledge of the subsystem states, by adjusting the inequali-
ties in the same way as outlined in Sec. V A. This would
allow us, for example, to deal with the N-representability
problem discussed in Sec. II B.

C. Determination of ground state energies
of identical particle systems

We can further modify the semidefinite programs (70) and
(73) to create a program for determining the ground state
energy of a system of n identical particles with a Hamil-
tonian that consists only of two-body interactions. The (an-
ti)symmetry of any state of these particles implies that we
can replace the n-body Hamiltonian with an effective two-
body Hamiltonian H®. The two-particle reduced state p® of
a state p can then be used to evaluate the energy E
=Tr(H?p®?) (see, e.g., Ref. [12] for more details).

We can use semidefinite programming to minimize E,
subject to constraints that ensures p® is a valid two-particle
density state. The following program calculates E for a set of
n bosons:

Minimize Tr(H®p®) subject to p@ =Tr;__yp

p=0, Tr(pPg) =1 (75)

[by writing p=21Smlg...SmHdemB;§n, the above problem can
be cast in a semidefinite program of the form of (37)]. For a
set of n fermions, we simply replace Pg by P,. However, the
complexity of this problem will again be exponential in n,
and so for large numbers of particle this solution will be
inefficient. Indeed, recent results showing that the
N-representability problem is QMA complete [24] illustrates
that an efficient solution to this problem (one with running
time polynomial in n) is highly unlikely to exist.

D. Other variants

The key fact that allows us to apply the ideas of semidefi-
nite programming to these variants of the subsystem problem
is the fact that both the set of (anti)symmetric states and the
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set of any fixed subset of the subsystem states compatible
with an overall state are both convex sets. A variant of this
problem that would be difficult to solve using this algorithm
would be the problem where we wish to find a compatible
state with a particular fixed spectrum, because the set of
operators with a fixed spectrum is not convex. A different
method would have to be used in this case.

VI. FURTHER IDEAS

In this paper we have illustrated how we can numerically
solve the compatibility problem using semidefinite program-
ming, and the fast algorithms available to solve semidefinite
programs make such a task operationally feasible [36]. With
only slight modifications, the SDP can deal with a situation
where we only have partial knowledge of the proper sub-
system states, or where we are dealing with a set of identical
bosonic or fermionic particles.

The introduction of compatibility witnesses in this paper
marks a move away from the usual methods used to attack
the compatibility problem, and as a result there is possibly
more that can be said about the problem. We will discuss
some of those possibilities here.

Having disproved the conjecture from Ref. [3], we are left
then with what further necessary conditions we can find for
the compatibility problem, and what (finite or infinite) subset
of these form a sufficient condition for the problem. One
possible source of these could come from a study of positive
maps: We can view the operator A as a positive map on the
space B(H) that only depends on the reduced states p,. So,
finding other positive maps only depending on the reduced
states could give us more necessary conditions. Finding
whether these conditions could be sufficient however would
be difficult.

Another possible source of ideas is a study of the
semidefinite program itself. The problem of minimizing the
maximum eigenvalue of a symmetric matrix that is an argu-
ment of an affine parameter has been well studied (see ref-
erences in Ref. [5]), and these ideas could lead to new in-
sights about this problem.

One oddity about this problem is the fact that many of the
useful results obtained so far only apply when we have an
odd number of systems. We can obtain conditions for the
even case by treating two individual systems as one system,
but this obviously does not reflect the full generality of the
problem. Despite some effort, we have not been able to make
any further progress in this case.

Finally, we presented a number of properties of compat-
ibility witnesses, but we have not given a complete charac-
terization of these witnesses, and knowing more about their
structure would be very helpful indeed. However, we will
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make a further observation here. Let us continue to explore
the case where we have an odd number of systems (7 is odd).
For Z € B(H), let

AZ) =2 (- DMIZ, @ 1y,. (76)
ACN

(This is equal to the expression defined in Theorem 1 when
an overall state exists.) Then if Z=0, A(Z)=p(W): Let
T=T,® - ®T,, with T; e B(H;), Tr(T;)=0. Then

TH(TAZ)) = 2, (= DAITH(Z,T)Te(Tya) =0 (77)

ACN

and since A is a positive map [13], Proposition 5 imples that
A(Z)=p(W). However, this does not form the entire set of
compatibility witnesses: For p ¢ C, but A(p) =0, then, for all
Z=0,

Tr(ByA(Z)) = Tr(A(By)Z) (78)

=Tr(A(p)Z) =0, (79)

where the first line follows from the fact the adjoint map of
A is itself, and the second line follows since the partial traces
of By coincide with the subsystem states in p. All of this
implies the following theorem.

Theorem 6. If p & C, but A(p) =0, then for all compatibil-
ity witnesses W satisfying p(W)=A(Z) for some Z=0,
(W,p)=0.

Again using our analogy with the separability problem,
we can think of sets of subsystem states that are incompat-
ible with a full system state, but satisfy A(p)=0 as analo-
gous to entangled states with a positive partial transpose, in
the sense that it is difficult to explicitly find entanglement
witnesses that detect these states. The compatibility witness
given at the end of the preceding section is an example of a
witness that does detect incompatible subsystems states sat-
isfying A(p) =0, and furthermore it comes from an enhance-
ment of a witness of the form A(Z).

There is great potential for powerful compatibility wit-
nesses to be constructed using this witness optimization tech-
nique. Exploring this avenue further and looking for other
methods to construct compatibility witnesses not of the form
A(Z) could well be a good step into producing new necessary
criteria for the problem.
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